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Editorial

Serena Villata
Université Côte d’Azur, CNRS, Inria, I3S, France

villata@i3s.unice.fr

This special issue contains the journal version of four contributions to the Hand-
book of Normative Multi-Agent Systems (NorMAS), which will appear at College
Publications. The NorMAS initiative aims at providing a comprehensive coverage
of both the state of the art and future research perspectives in the interdisciplinary
field of normative multi-agent systems. It is meant to be an open community effort
and a service to current and future students and researchers interested in this field.
We invite the readers to buy the forthcoming handbook for a full view. Please visit
the website for more information and feel free to send us comments, suggestions and
proposals: http://normativemas.org/

The articles in this special issue and the chapters in the handbook give a survey
of the area and may also contain a more personal view. For the survey part, at least
the work reported in the NorMAS conference series is discussed. Instead of just
a historical overview, the authors also address new developments, open topics and
emerging areas. The handbooks appeal to all disciplines, including logic, computer
science, law, philosophy, and linguistics. The articles in this special issue discuss
the obtained results and open challenges in modeling normative multiagent systems
during the last two decades. More information can be found in the handbook on
deontic logic and normative systems, or the website http://deonticlogic.org/

The first paper in this special issue formally analyses the issue of modeling
norm specification and verification in multiagent systems (MAS). In particular, for
Alechina et al., violation conditions of regulative norms may correspond to conditions
on states, actions, or arbitrary temporal patterns. They may be specified semanti-
cally or expressed syntactically in a suitable temporal logic, or in a programming
language. Verification problems for norms or rather for normative systems involve
verifying consistency of norms, verifying whether violation conditions hold, and fi-
nally verifying whether a system where norms are enforced satisfies some system
objective.

Vol. 5 No. 2 2018
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In the second paper, Pigozzi and Frantz discuss how to model norm dynamics
in multiagent systems. More precisely, they review of all existing life cycle models
looking at normative processes from a holistic perspective, which include the in-
troduction of individual life cycle models and their contextualization with specific
contributions that exemplify life cycle processes. They provide a comprehensive
contemporary overview of individual contributions to the area of NorMAS and the
systematic comparison of the discussed life cycle models. Based on this analysis, they
also propose a refined life cycle model that resolves terminological ambiguities and
ontological inconsistencies of the existing models, while reflecting the contemporary
view on norm formation and emergence.

In the third chapter, Fornara and Balke analyse possible solutions to model
organizations and institutions in multiagent systems. Institutions and organizations
are two concepts within the MAS community that are commonly referred to when
the question arises on how to ensure that an (open) MAS exhibits some desired
properties, while the agents interacting in that MAS have some degree of autonomy
at the same time. The authors give a brief introduction to the two concepts as its
related ideas, outlining research done in the area of NorMAS and giving pointers on
current challenges for modeling institutions and organizations.

The fourth chapter aims at discussing research directions towards the modeling
of those norms that are embedded in the society, with a particular attention to
ethics and sensitive design. After elaborating on the notions of decision rights,
responsibility and accountability, Christiaanse ends up with rephrasing the original
design question into seven key questions formulated in a principled way using the
procedure to classify and analyze an ethical system applied to the code of conduct
of Nike. Also the issue of defining the notion of a model as the start and result of
the design process is addressed in this chapter.

Received 13 April 2018456



NORM SPECIFICATION AND VERIFICATION IN

MULTI-AGENT SYSTEMS

NATASHA ALECHINA

University of Nottingham, Nottingham, NG8 1BB UK
natasha.alechina@nottingham.ac.uk

MEHDI DASTANI

Utrecht University, Princetonplein 5, 3584 CC Utrecht, The Netherlands
m.m.dastani@uu.nl

BRIAN LOGAN

University of Nottingham, Nottingham, NG8 1BB UK
brian.logan@nottingham.ac.uk

Abstract

This article presents a high-level overview of the literature on norms and their uses
in multi-agent systems. We distinguish the main types of norms used in multi-agent
systems, and the ways in which the behaviour of a system can be modified through
the enforcement of norms. We first review the formal approaches used to study norms
and norm enforcement mechanisms. We then explain the syntax and semantics of the
key specification languages used to represent norms, and briefly survey some program-
ming frameworks that support the implementation of normative multi-agent systems.
Finally, we briefly review the key research questions and techniques in the important
area of norm verification.

1 Introduction

Norms are generally conceived as standards of behaviour [19, 33]. In the norm literature
(e.g., [19, 20, 33]), various norm types have been distinguished based on the authorities
that issue and enforce the norms. Examples of norm types are legal, social, moral and
rational norms. Legal norms requires a legal body that issues norms and a corresponding
executive body that enforces norms. For example, the legislative body of a state can issue
traffic laws and the executive body of the state can enforce the traffic laws. Social norms

Vol. 5 No. 2 2018
Journal of Applied Logics — IFCoLog Journal of Logics and their Applications



ALECHINA, DASTANI AND LOGAN

often emerge through interaction within a community of individuals, who are subsequently
in charge of enforcing the norm. For example, the amount of labour in a workplace can
emerge as a social norm, after which those who work too hard or too little get criticised
or even ignored/excluded from the workplace. Moral norms differ from legal and social
norms as there is no authority or society required to issue and enforce moral norms. Moral
norms are seen as a product of reasoning or internalisation of some external standards.
Individuals follow their moral norms because of other internal reasons such as deliberation
or emotions. Finally, rational norms includes prescriptive rational rules such as axioms
of logics or equilibria in games. In general, norms are prescriptive in the sense that they
prescribe which states, actions or behaviour to pursue or avoid.

In multi-agent systems, norms are often used to ensure the overall objectives of the sys-
tem. In order to organise a multi-agent system in such a way that the standards of behaviour
are actually followed by the agents, norms should be enforced by means of regimentation
or sanctioning, e.g., [50, 43, 31]. When regimenting norms, agents’ behaviours leading
to violations of norms are made impossible. Regimentation prevents agents from reach-
ing a forbidden state or performing a forbidden action. Enforcing norms by regimentation
decreases agent autonomy significantly. Norms can be regimented in various ways. For
example, norms can be incorporated in the agent’s decision making mechanisms so that all
the agent’s executions will be compliant with the norms. Norms can also be regimented
externally by ignoring violating actions or undoing their effects. In the latter case, the en-
forcement mechanism is assumed to have control over the effects of the agents’ actions,
e.g., the enforcement mechanism can decide not to pass messages between some agents or
to undo the effect of the agents’ actions in the multi-agent environment. Instead, norms
enforcement can be based on the idea of responding after a violation of the norms has oc-
curred. Such a response, which includes sanctions, aims to return the system to an optimal
state. For sanction-based enforcement it is essential that the norm violating actions are ob-
servable by the system (e.g., fines can be issued in traffic systems only if the speed of cars
can be observed). Sanction-based enforcement allows agents to violate norms and therefore
contributes to the flexibility and autonomy of the agents’ behaviour [26].

One of the key questions regarding norm enforcement in multi-agent systems is whether
the enforcement of a given set of norms can ensure some given desirable system properties.
In particular, provided that a multi-agent system does not satisfy some given desirable sys-
tem properties, does the enforcement of a given set of norms modify the system in such a
way that the desirable system properties are ensured. This problem is one of the versions
of norm verification problem. Another related problem is to generate a set of norms that,
when enforced in the system, ensures the desirable system properties. This latter problem is
called norm synthesis problem. Both problems require a procedure to update a system with
a set of norms. Such a procedure implements a norm enforcement mechanism. Another key
question regarding norm enforcement is the expressive power of norms. In general, there
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NORM SPECIFICATION AND VERIFICATION IN MULTI-AGENT SYSTEMS

is a trade-off between expressiveness of norms and the computational complexity of the
verification, synthesis and update problems: the more expressive norms, the higher compu-
tational complexity of the problems.

In this chapter, we ignore the problem of norm synthesis and cover approaches to speci-
fication and verification of normative systems related to regulative norms, that is norms that
can be violated. We survey various approaches to norm specification and cover different
types of regulative norms such as state-, action-, and behaviour-based norms1. For verifi-
cation, we only cover approaches using model-checking, because they are by far the more
prevalent. However, there exists work using theorem proving for verification, for example
[42].

2 Background

behaviour-based In this section we introduce the necessary background on transition sys-
tems and temporal logics used in the specification and verification of norms. This includes
background on temporal logics such as Linear-Time Temporal Logic LTL [58], Computa-
tion Tree Logic CTL and CTL∗ [28], Alternating-Time Temporal Logic ATL and ATL∗
[11]. In the exposition of LTL, LTL + Past, CTL, and CTL∗ below, we largely follow the
notation in [60].

The logical languages we introduce below are defined relative to a set of propositional
atoms Π, and talk about state transition systems, or transition systems for brevity. A tran-
sition system is a graph where states are vertices (decorated with propositional atoms) and
transitions are edges. In a labelled transition system, edges are also decorated with labels,
or action names.

Definition 1 (State Transition System). A state transition system is a tuple M = (S, R,
V ), where S is a finite, non-empty set of states, R ⊆ S × S is a transition relation (for
simplicity, we assume that R is a total relation, that is, some transition is possible in every
state), and V is a propositional valuation S −→ 2Π. A pointed transition system is a pair
(M, sI), whereM is a transition system and sI ∈ S is the initial state. A labelled transition
system is built using a set L of labels. It is a tuple M = (S, {Ra : a ∈ L}, V ), where each
Ra ⊆ S × S is a transition relation.

A transition system can be used to describe the lifecycle of an agent, or a business pro-
cess, or a system consisting of multiple interacting processes or agents. States correspond
to configurations of the system at a moment in time. The transition relation corresponds to

1Action-based norms is the term most widely used in the literature; sometimes we refer to those norms
as transition-based to cover both norms specified in terms of actions and in terms of events. We will also
sometimes refer to norms specified in terms of behaviours or temporal patterns as path-based norms.
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actions or events which change the state, and the valuation function assigns a set of atoms
to a state (intuitively, the set of atoms which hold in that state).

Given a state transition system M = (S,R, V ), a path through M is a sequence
s0, s1, s3, . . . of states such that siRsi+1 for i = 0, 1, . . .. A fullpath is a maximal path
and a run of M is a fullpath which starts from a state sI ∈ S designated as the initial state
of M . We denote runs by ρ, ρ′, . . . , and the state at position i on ρ by ρ[i]. Intuitively, a
path represents a finite history of events in the system, and a run corresponds to a complete
infinite history or computation of the system. We denote the set of all runs in M by P(M).

For a state s ∈ S, the tree rooted at s is the infinite tree T (s), obtained by unfolding
M from s (the nodes of T are finite paths starting from s ordered by the prefix relation).
T (M) = T (sI) is the computation tree of M . Note that branches of T (M) are runs of M .

Linear Time Temporal Logic (LTL) The syntax of LTL is defined as follows:

φ, ψ ::= p | ¬φ | φ ∧ ψ | Xφ | φUψ
where p ∈ Π, ¬ stands for not, ∧ for and, X means next state, and U stands for until. Other
propositional connectives ∨ (or) and → (implies) are defined in a standard way. It is also
possible to define Fφ (φ holds some time in the future) as >Uφ and Gφ (always φ) as
¬F¬φ.

The truth definition for formulas of LTL is given inductively with respect to a run
ρ ∈ P(M) and a position i on ρ. We omit M , P(M), T (M) etc. when it is clear from the
context:

ρ, i |= p iff p ∈ V (ρ[i])

ρ, i |= ¬φ iff ρ, i 6|= φ

ρ, i |= φ ∧ ψ iff ρ, i |= φ and ρ, i |= ψ

ρ, i |= Xφ iff ρ, i+ 1 |= φ

ρ, i |= φUψ iff ∃j ≥ i such that ρ, j |= ψ and ∀k : i ≤ k < j, ρ, k |= φ

A run ρ satisfies an LTL formula φ if ρ, 0 |= φ. A transition system M satisfies an LTL
formula φ, written as M |= φ, if all runs in P(M) satisfy φ.

Extending LTL with Path Quantifiers The syntax of CTL∗ is defined as follows:

φ, ψ ::= p | ¬φ | φ ∧ ψ | Xφ | φUψ | Eφ
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(adding a quantifier over paths E, with the intended meaning ‘there exists a continuation of
the run satisfying φ). The universal quantifier Aφ (on all runs) is defined as ¬E¬φ.

The truth definition for LTL is extended with

ρ, i |= Eφ iff for some run ρ′ ∈ T (M) which is identical to ρ on the first i indices,
ρ′, i |= φ.

A CTL∗ formula φ is true in a transition system M , M |= φ, iff ρ, 0 |= φ for all runs ρ
in T (M).

Note that any LTL formula is a CTL∗ formula. A system M satisfies an LTL formula
φ iff it satisfies a CTL∗ formula Aφ. CTL∗ is strictly more expressive than LTL. For
example, it can express the existence of a choice point: there is a future where in the next
state p holds, and a future where in the next state ¬p holds, EXp ∧ EX¬p.

Computation Tree Logic CTL is the fragment of CTL∗ where every temporal modality
(U or X ) must be under the immediate scope of a path quantifier (E or A). The semantics
is inherited from CTL∗. Alternatively, the logic can be defined as follows, independently
from CTL∗. The syntax is

φ, ψ ::= p | ¬φ | φ ∧ ψ | EXφ | E(φUψ) | A(φUψ)

The semantics can be defined without reference to runs, only to states corresponding to
positions on a run, as follows:

s |= EXφ iff there is a branch of the tree T (M) starting from s such that for the next state
s′ on that branch, s′ |= φ

s |= E(φUψ) iff there is a branch ρ of the tree T (M) with ρ[i] = s such that there exists
a state sj = ρ[j], j ≥ i, on that branch such that sj |= ψ and for all states sk = ρ[k]
with i ≤ k < j, sk |= φ

s |= A(φUψ) iff for all branches ρ of the tree T (M) with ρ[i] = s there exists a state
sj = ρ[j], j ≥ i, on that branch such that sj |= ψ and for all states sk = ρ[k] with
i ≤ k < j, sk |= φ

Linear Time Temporal logic with Past Although the expressive power of temporal log-
ics does not change with the addition of past operators, it is convenient to consider temporal
logics which talk not just about the future, but also about the past.

The syntax of LTL +Past formulas is defined as follows:

p ∈ Π | ¬φ | φ ∧ ψ | Xφ | φUψ | X−1φ | φSψ
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where X−1 means previous state, S stands for since (as in, φ has been true since ψ became
true). The truth definition for formulas is given relative to T (M), a run ρ and the state at
position i on ρ:

ρ, i |= X−1φ iff i > 0 and ρ, i− 1 |= φ

ρ, i |= φS ψ iff ∃j ≤ i such that ρ, j |= ψ and ∀k : i ≥ k > j, ρ, sk |= φ

Alternating Time Temporal Logic (ATL) ATL formulas are interpreted on concurrent
game structures.

Definition 2 (Concurrent Game Structure). A Concurrent Game Structure (CGS) is a tuple
M = (S, V, a, δ) which is defined relative to a set of agents A = {1, . . . , n} and a set of
propositional variables Π, where:

• S is a non-empty set of states

• V : S → ℘(Π) is a function which assigns each state in S a subset of propositional
variables

• a : S×A → N is a function which indicates the number of available moves (actions)
for each player i ∈ A at a state s ∈ S such that a(s, i) ≥ 1. At each state s ∈ S, we
denote the set of joint moves available for all players in A by A(s). That is

A(s) = {1, . . . , a(s, 1)} × . . .× {1, . . . , a(s, n)}

• δ : S × N|A| → S is a partial function where δ(s,m) is the next state from s if the
players execute the move m ∈ A(s).

The language of ATL is defined as follows:

p ∈ Π | ¬φ | φ ∧ ψ | 〈〈C〉〉Xφ | 〈〈C〉〉Gφ | 〈〈C〉〉φUψ

whereC ⊆ A. Intuitively, 〈〈C〉〉γ means ‘the group of agentsC has a strategy, all executions
of which satisfy the formula γ, whatever the other agents in A \ C do’.

Definition 3 (Move). Given a CGS M and a state s ∈ S, a move (or joint action) for a
coalition C ⊆ A is a tuple σC = (σi)i∈C such that 1 ≤ σi ≤ a(s, i).

By AC(s) we denote the set of all moves for C at state s. Given a move m ∈ A(s), we
denote by mC the actions executed by C, mC = (mi)i∈C . The set of all possible outcomes
of a move σC ∈ AC(s) at state s is defined as follows:

out(s, σC) = {s′ ∈ S | ∃m ∈ A(s) : mC = σC ∧ s′ = δ(s,m)}
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Definition 4 (Strategy). Given a CGS M , a strategy for a subset of players C ⊆ A is a
mapping FC which associates each finite path sI , . . . , s to a move in AC(s).

A fullpath ρ is consistent withFC iff for all i ≥ 0, ρ[i+1] ∈ out(ρ[i], FC(ρ[0], . . . , ρ[i])).
We denote by out(s, FC) the set of all such fullpaths ρ starting from s, i.e. where ρ[0] = s.
The truth definition, as for CTL, can be given relative to states in M :

• s |= 〈〈C〉〉Xφ iff there exists a strategy FC which such that for all ρ ∈ out(s, FC),
ρ[1] |= φ

• s |= 〈〈C〉〉Gφ iff there exists a strategy FC such that for all ρ ∈ out(s, FC), ρ[i] |= φ
for all i ≥ 0

• s |= 〈〈C〉〉φUψ iff there exists a strategy FC such that for all ρ ∈ out(s, FC), there
exists i ≥ 0 such that ρ[i] |= ψ and ρ[j] |= φ for all j ∈ {0, . . . , i− 1}

3 Norm Specification

In this section, we discuss how norms can be stated precisely and what it means for a
norm to be violated. Many different approaches to specifying norms can be found in the
literature. For example, some authors specify norms semantically, with respect to some
formal model of the system (e.g., given a specification of the system, we can state that
certain actions which are possible under this specification are forbidden by a norm), while
others specify norms syntactically, as expressions of a formal language.2 Alternatively,
norms may be specified directly in terms of programming constructs. The specification
may also depend on how the norms are enforced (regimentation or sanctioning), whether
the subject of the norm is a single agent or a group of agents, etc. We therefore base our
classification on whether a particular approach to norms specifies norms and their violation
in terms of states (Section 3.1), in terms of actions or transitions (Section 3.2), or in terms of
paths or behaviours (Section 3.3). We show how norms specified in terms of transitions and
paths can be (re)expressed in temporal logic, allowing different approaches to specifying
norms (and their violation) to be precisely compared. In Section 3.4 we address recent
arguments that ‘real life’ norms cannot be expressed in temporal logics. Finally, in Section
3.5, we classify proposals for norm programming frameworks in the literature in terms of
whether they can express state, transition or behaviour norms.

2The distinction is often somewhat blurred, as specification of the system is also usually done in some
formal language.
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3.1 State-based Norms

Norms can be specified in terms of (properties of) states. For example, in [3, 31] norms
are specified by means of a set of violating states (the set of norm compliant states is the
complement of the set of violating states). A state-based norm may prohibit or require states,
e.g., a car is prohibited to park at a certain location or a car is obliged to have insurance.
State-based norms may apply to a single agent or to a group of agents, for example, it may
be prohibited for more than eight people to be in an elevator at the same time. It is generally
assumed that norms may conflict, e.g., a car may be prohibited to park at a certain location
while it is obliged to load a cargo at the same location. In order to specify state-based
norms, various proposals have been put forward. In the rest of this section, we survey some
of these proposals.

3.1.1 Counts-as Norms

Specifying norms directly in terms of states can sometimes be cumbersome. ‘Counts-as’
rules allow specification of norms in terms of properties (sets of states).

Regulative norms, also called deontic norms, can be seen as statements classifying sys-
tem’s states as complying or violating. Counts-as rules, together with a specific ‘violation’
atom Viol , can be used to classify system states. The so-called “counts-as reduction" of
deontic norms builds on the tradition of the reductionistic approach in deontic logic started
with the work of Anderson [12, 14, 13] and Kanger [51]. The idea of such reductionist ap-
proach is that the statement “φ is obligatory” in interpreted as the statement “¬φ necessarily
implies a violation” (i.e., ¬φ is prohibited), represented by the counts-as rule ¬φ ⇒ Viol .
Conditional deontic norms of the form “if C, φ is prohibited” can be represented by counts-
as rules of the forms “φ counts-as Viol in context C”.

In contrast to regulative norms, constitutive norms establish a social institution by cre-
ating and classifying new facts, called institutional facts [61]. Institutional facts build on
brute and institutional facts, and define new institutional facts. Following Searle [61], con-
stitutive norms create and classify institutional facts by statements of the form “φ counts as
ψ in context C”, where φ is a brute or institutional fact and ψ is an institutional fact. In this
way, a constitutive norm can be seen as defining institutional facts. Counts-as rules are used
to represent constitutive norms [21, 5]. Note that the Viol atom used in regulative norms
can be seen as an institutional fact with the special interpretation indicating that some facts
are considered as violating states.

Representing deontic norms using counts-as statements, one can consider φ as denoting
brute facts (system’s states), while the Viol atom denotes an institutional fact. In this way,
norms impose institutional descriptions upon the brute ones, e.g. “φ is a violation state”.
In the case of constitutive norms, one can consider φ as denoting brute or institutional
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fact, while ψ denotes institutional facts. Thus, a constitutive norm defines which brute
or institutional fact can be considered as institutional fact. Counts-as statements could be
complex and exhibit rich logical structure as shown, for instance, in [43]. Counts-as rules
are often used with an additional context condition that specifies the applicability of the
counts-as rule. For example, φ ⇒ V iol in ψ indicates that in the context denoted by ψ,
the brute fact φ is considered as a violation and thus prohibited. In [21], regulative and
constitutive norms are modelled as agents’ goals and beliefs, respectively, which are in turn
specified by rules in input/output logic. They show how counts-as relations, which represent
norms, can formally be specified in input/output logic.

Counts-as rules are also used to represent norms and sanctions in an organisational set-
ting. For example, in [31] counts-as rules are used to specify a normative artefact that is
responsible for the control and coordination of software agents, and in [24] counts-as rules
are used to determine a game theoretic mechanism that enforces certain socially preferred
outcomes. To specify regimenting and sanctioning norms in normative artefact, special vio-
lation atoms viol⊥ and violi are introduced, respectively. These special atoms constitute
the consequent of counts-as rules to represent obligations and prohibitions. For example,
the counts-as rule { book(a) , late(a) } ⇒ {viol1} represents the library norm which
states that it is forbidden to being late in returning book a. Note that this prohibition is a
sanctioning norm as it uses viol1 atom (instead of viol⊥). For each violation atom violi
a counts-as rule can be used to represent how to sanction such a violation. For example,
the counts-as rule {viol1} ⇒ {fined} indicates that a sanctioning fine should incur in re-
sponse to the violation viol1. A normative artefact controls and coordinates the agents’
activities by determining the effect of the agents’ actions in their environment. An artefact
is assumed to observe the agents’ actions, to evaluate them with respect to a given set of
norms, and to determine the effects of these actions. The realising effects can be ignoring
the action effect in case a regimenting norm is violated, or adding sanctions to the resulting
states in case a sanctioning norm is violated. The decisions as to which norms are violated
and which sanctions should be imposed are determined by taking the closure of the envi-
ronment state, where the agents’ actions are performed, under the sets of counts-as rules
representing norms and sanctions.

3.1.2 Norms as Defeasible Rules

Norms are often conflicting and require formalisms to capture and cope with conflicts.
One possible formalism to represent conflicting norms is by means of defeasible rules.
In BOID [22], defeasible rules are used to represent an agent’s mental and motivational
attitudes. In this framework, norms are considered as constituting an agent’s motivational
attitude that is used in the agent’s deliberation process to determine the agent’s behaviour.
An agent can have conflicting motivational attitudes, e.g., an agent’s obligation may con-
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flict with other obligations or even with the agent’s desires or intentions. In BOID, mental
and motivational attitudes are represented by defeasible rules of the form a

x
↪→ b, where

x ∈ {B,O, I,D} denotes possible mental attitudes such as beliefs, obligations, intentions

and desires. A rule of the form a
O
↪→ b is interpreted as “if a is derived as a goal, then

the agent is obliged that b is a goal”. The goal generation operation, within the BOID de-
liberation process, applies defeasible rules iteratively and on the basis of a given order on
rules to derive maximally consistent set of goals. It should be noted that norms in BOID
are restricted to obligations, which are considered as a motivational attitude of an agent.
Obligations in BOID are propositional properties (certain states are obligatory), similar to
beliefs, desires, and intentions. Violation conditions of obligations in BOID can therefore
be expressed in propositional logic. Since agents are allowed to have conflicting obligations
and some obligations are not included in the set of maximally consist set of goals, an agent
may comply with some and violate other norms. The following set of defeasible rules spec-
ifies an example of a BOID agent, who intends to attend a conference, is obliged to have
a cheap room close to a conference site, but believes there are no cheap hotels nearby the
conference site:

cheap_room
B
↪→ ¬close_to_conf_site

close_to_conf_site
B
↪→ ¬cheap_room

> I
↪→ go_to_conference

go_to_conference
O
↪→ cheap_room

go_to_conference
O
↪→ close_to_conf_site

3.2 Action-based Norms

As with state-based approaches to specifying norms, norms specified in terms of transitions
(e.g., actions, events), can be specified directly as a set of (prohibited) transitions [1, 2, 52]
(with compliant transitions defined as the complement of the set of violating transitions).
Norms specified in terms of transitions may apply to an action by a single agent or an action
performed by a group of agents, for example, it may be prohibited that more than 3 school
children enter a shop together [4].

Action or event-based norms are used in frameworks for specifying institutions or agent
societies, see e.g., [29].
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3.3 Behaviour-based Norms

As with norms specified in terms of states and transitions, norms specified in terms of paths
or temporal patterns of behaviour can be specified directly as the set of violating runs (with
compliant runs defined as the complement of the violating runs) [6, 25]. However, when the
number of traces is infinite, alternative approaches are necessary. As with state and action-
based approaches, norms specified in terms of behaviours may apply to a single agent or to
a group of agents.

3.3.1 Conditional Norms with Deadlines and Sanctions

Conditional norms with deadlines and sanctions were introduced in [32]. Conditional norms
are triggered (detached) in certain states of the environment and have a temporal dimension
specified by a deadline. The satisfaction or violation of a detached norm depends on whether
the behaviour of the agent(s) brings about a specified state of the environment before a state
in which the deadline condition is true. Norms can be enforced by means of sanctions or
they can be regimented by disabling actions in specific states.

Definition 5 (Norms). Let cond, φ, d be boolean combinations of propositional variables
from Π and san ∈ Π. A conditional obligation is represented by a tuple (cond, O(φ),
d, san) and a conditional prohibition is represented by a tuple (cond, P (φ), d, san). A
norm set N is a set of conditional obligations and conditional prohibitions.

Conditional norms are evaluated on runs of the physical transition system. A conditional
norm n = (cond, Y (φ), s, san), where Y is O or P , is detached in a state satisfying
its condition cond. Detached norms persist as long as they are not obeyed or violated,
even if the triggering condition of the corresponding conditional norm does not hold any
longer. A detached obligation (cond,O(φ), d, san) is obeyed if no state satisfying d is
encountered before execution reaches a state satisfying φ, and violated if a state satisfying
d is encountered before execution reaches a state satisfying φ. Conversely, a detached
prohibition (cond, P (φ), d, san) is obeyed if no state satisfying φ is encountered before
execution reaches a state satisfying d, and violated if a state satisfying φ is encountered
before execution reaches a state satisfying d. If a detached norm is violated in a state s, the
sanction corresponding to the norm is applied (becomes true) in s.

We say that a detached norm is annulled in a state s′ immediately after a state s in which
the norm is obeyed or violated, unless the same norm is detached again in s′. Note that given
a state s in a transition system, we cannot say whether a norm is violated in s; to determine
that, we need to know the path taken to reach s (e.g., whether any norms were detached in
the past), and there may be more than one path to s. This is the reason why conditional
norms are evaluated on runs of the system rather than in states.
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Violation conditions of conditional norms can be expressed in temporal logic LTL
+Past as follows.

Definition 6 (Norm Violation). A state ρ[i] violates a conditional obligation (cond, O(φ),
d, san) on run ρ in T (M) iff

T (M), ρ, i |= d ∧ ¬φ ∧ ((X−1(¬φ ∧ ¬d)S (cond ∧ ¬φ ∧ ¬d)) ∨ cond)

ρ[i] violates a conditional prohibition (cond, P (φ), d, san) iff

T (M), ρ, i |= φ ∧ ¬d ∧ ((X−1(¬φ ∧ ¬d)S (cond ∧ ¬φ ∧ ¬d)) ∨ cond)

Note that whether ρ[i] violates a norm is determined by the prefix of ρ ending in ρ[i],
and is not dependent on the future of ρ[i].

3.3.2 Expressing Norms by Temporal Logic Formulas

Norm violation conditions can be expressed directly by a formula of some temporal logic.
Instead of specifying e.g., conditional obligations and prohibition and then expressing their
violation conditions in temporal logic, we can say that all states or all runs satisfying a
temporal logic formula φ are prohibited. For group norms, ATL can be used to express
norm violation conditions.

3.3.3 Norms as Team Plans

A history may also result from or an obligation to achieve some state or to carry out some
actions by a group of agents [44]. For example, an obligation on hospital staff may require
two nurses to be on duty during a particular shift. In [44], such obligations are expressed
in Propositional Dynamic Logic (PDL) (see, for example, [45]).3 In [9], similar group
obligations are specified in LTL with done(a, i) atoms, where done(a, i) stands for ‘action
a has just been performed by agent i’.

3.3.4 Norms as Defeasible Rules

In [42], defeasible rules are used to specify conflicting norms, in particular, contrary-to-
duty and permissive norms. In its basic form, a contrary-to-duty norm consists of a primary
norm and a secondary norm, which comes into effect when the primary norm is violated.
An example of a basic contrary-to-duty norm is the obligation of a customer to pay an
invoice within 7 days, and if the customer does not pay the invoice within 7 days, then the

3PDL is yet another logic for describing labelled transition systems, which we did not cover in Section 2 in
the interests of brevity.
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customer should pay the invoice plus 5 percent interest within 15 days. In a general case, a
contrary-to-duty norm consists of a sequence of norms such that when the first norm in the
sequence is violated, then the second norm is in force, but if the first two norms are violated,
then the third norm is in force, etc. An example of the general case of contrary-to-duty
norm is the obligation of a customer to pay an invoice within 7 days, and if the customer
does not pay the invoice within 7 days, then the customer should pay the invoice plus 5
percent interest within 15 days, and if the customer does not pay the invoice plus 5 percent
interest within 15 days, then the customer should pay the invoice with 10 percent interest
within one month. Permissive norms are exceptions to obligations and prohibitions, and an
explicit permissive norm is seen as an explicit derogation of an obligation or a prohibition.
For example, a general prohibition regarding the use of private protected personal data can
be derogated with a permission in the sense that the permission makes an exception to the
general prohibition. A contrary-to-duty or permissive norm is specified by a defeasible
rule, indexed by an obligation or permission, where the consequent consists of an ordered
sequence of obligations or permissions. A contrary-to-duty norm has the general form
a ⇒O b ⊗ c and is read as “in case a holds, then b obliged, but if the obligation b is not
fulfilled, then the obligation c is activated and in force”. The example contrary-to-duty norm
above can be represented as follows:

invoice⇒O payin7days⊗ pay + 7%in15days⊗ pay + 10%in30days

A permissive norm has the general form a ⇒P b� c. Such a rule can be used to represent
permissions of the type “in situation a, the subject is entitled, in the order of preference, to
option b or option c”. However, the reading of permissive norms is slightly different from
the reading of contrary-to-duty norms since permissions cannot be violated, i.e., we cannot
read the permissive norm by means of “if permission b is violated”. In [42] it is argued that
in the case of a permissive norm, one can proceed in the chain from b to c whenever O¬b
holds. The preference operator � establishes a preference order among permissions, and
in case the opposite obligation is in force, another permission holds. In the next section,
we show that the violation conditions of contrary-to-duty norms can also be expressed in
temporal logic.

3.4 Expressibility of Norms in Temporal Logic

In the previous sections, we have shown that the main classes of norms described in the
literature can be naturally treated as conditions on runs or histories. Such conditions can
be specified in a suitable temporal logic, for example, Linear Time Temporal Logic (LTL).
Depending on the goals of the specification and verification process, we can either use LTL
to define the set of runs which obey the norm, or to define the set of runs which violate the
norm (one is simply a negation of another).
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Recently, doubts were raised in [41] regarding suitability of LTL and other temporal
logics for expressing ‘real life’ norms. Basically, what the argument in [41] really shows is
that a translation of deontic notions such as obligations and permissions into temporal logic
which interprets ‘obligatory’ as ‘always true’ and ‘permitted’ as ‘eventually true’ does not
work, as could be expected. However, [41] is now often cited as an argument against using
temporal logic for specifying norms in general. We would like to revisit the example which
is considered paradoxical when specified in LTL in [41], and show that it is possible to
exactly specify the set of conditions on runs which satisfy the norms from the example
using standard LTL.

The example is as follows (we compress it slightly without changing the meaning, and
use the same variable names for propositions):

1. collection of personal information (A) is forbidden unless authorised by the court (C)

2. The destruction of personal information collected illegally before accessing it (B)
excuses the illegal collection

3. collection of medical information (D) is forbidden unless collection of personal in-
formation is permitted

As pointed out in [41], this classifies possible situations as compliant and non-compliant
as follows:

• situations satisfying C are compliant

• situations not satisfying C, where A happens but B happens as well, are weakly
compliant (or correspond to a small violation; in the setting of conditional norms,
this would deserve a small sanction)

• situations where C is false, where A happens and B does not, are violations

• situations not satisfying C where D happens are violations

• situations not satisfying C but also not satisfying A and D are compliant

The classification above is not very precise, since A, B, C, and D are treated as state
properties which are true or false at the same time. Later in [41] a temporal relation between
A and B is introduced: if C is false and A happens, then B should happen some time after
that to compensate for the violation of A4.

Hence it is very easy to classify runs into compliant or violating in LTL:
4It would have perhaps been better not to treat B as a state property, but as a property of a run, ‘data not

accessed until destroyed’, which is expressible as ¬Read UDestroyed, but we will stick with the formalisation
in [41] to make comparison easier. Another issue is that instead of requiring B to happen ‘eventually’, in real
life there would be some time limit on when it should happen (such as in the next state).
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• Fully compliant runs:
G(C ∨ (¬C ∧ ¬A ∧ ¬D))

(everywhere, either there is a court authorisation, or there is no collection of personal
or medical information)

• Weakly compliant runs:

F(¬C ∧A) ∧ G(¬C ∧A→ FB) ∧ G(¬C → ¬D)

(there is at least one violation of prohibition on collection of personal information,
but each such violation is compensated by B in the future; there are no violations of
prohibition on collecting medical information)

Finally, violations are specified as follows:

• Violating runs:
F(¬C ∧ (D ∨ (A ∧ ¬FB)))

Note that the three formulas above define a partition of all possible runs. Clearly, there is
nothing paradoxical in this specification of the set of norms.

For the sake of completeness we reproduce here the formalisation of the same set of
norms in [41] and analyse where the paradoxical results come from. The set of norms is
formalised in [41] as follows:

N1 ¬C → (¬A⊗B)

N2 C → FA

N3 G¬A→ G¬D

N4 FA→ FD

N1 is intended to say that B compensates for a violation ¬C ∧ A. It uses a connective ⊗
which was introduced for expressing contrary to duty obligations. The truth definition for
⊗ as given in [41] is
TS, σ |= φ⊗ ψ iff ∀i ≥ 0, TS, σi |= φ or ∃j, k : 0 ≤ j ≤ k, TS, σj |= ¬φ and TS, σk |=
ψ, where TS is a transition system, and σ a run in TS. This makes ⊗ equivalent to

Gφ ∨ F(¬φ ∧ Fψ)

This condition is similar to our characterisation of weakly compliant runs, although it is
stated as a property which should be true for all runs. The condition N2 is one of the
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really problematic ones. It aims to say that if C holds, then A is permitted; ‘permitted’
is identified with ‘will eventually happen’. It is quite clear that permission of A cannot
be expressed as ‘A will eventually happen’; the two have completely different meanings.
This does not mean that LTL cannot be used for specifying norms, it just means that this
particular way of specifying norms in LTL is inappropriate. N4 is problematic in the same
way: instead of saying that an occurrence of D is not a violation under the same conditions
as when an occurrence of A is not a violation, it says that if A is going to happen then D is
going to happen – which is again a completely different meaning. N3 attempts to say that
if A is prohibited then D is prohibited. However, instead it implies that if A happens (the
antecedent G¬A is false) then it does not matter whether D happens (the implication is still
true). Given this formalisation, which is inappropriate in multiple ways, [41] produces an
example run where N1–N4 are true and the prohibition on collecting medical information
is violated. The run consists of just two states t1, t2:

t1 |= ¬C ∧A ∧D

t2 |= B

which is a weakly compliant run as far as violating prohibition of A is concerned, but a
non-compliant run as far as violating the prohibition of D is concerned. With our LTL
specification of the set of norms it is classified as a violating run since F(¬C ∧ D) holds
on it. It does satisfy N1–N4, but clearly the problem is with N1–N4 rather than with the
intrinsic difficulty of classifying norm violating patterns in temporal logic.

3.5 Programming Norms

Another approach to specifying norms is directly in terms of programming constructs. The
specification of norms can either be endogenous, i.e., form part of the programs of the
(norm-compliant) agents comprising the MAS, or exogenous, i.e., form part of the program
of some form of organisational framework or middleware. In these approaches, what it
means for a norm to be violated is ultimately reducible to the operational semantics of
the program, framework or middleware which operationalises the normative programming
constructs and defines all norm-compliant executions of the normative MAS. In this section
we briefly survey some of the main approaches in the literature and classify them in terms
of whether they can express state, transition or history based norms.

An approach that integrates norms in a BDI-based agent programming architecture is
proposed in [57]. This extends the AgentSpeak(L) architecture with a mechanism that al-
lows agents to behave in accordance with a set of non-conflicting path-based norms. The
agents can adopt obligations and prohibitions with deadlines, after which plans are selected
to fulfil the obligations or existing plans are suppressed to avoid violating prohibitions.
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There has also been considerable work on normative programming frameworks and
middleware to support the development of normative multi-agent organisations, and such
frameworks are often designed to inter-operate with existing BDI-based agent program-
ming languages. The AMELI [35] middleware is based on the ISLANDER formal frame-
work [34]. ISLANDER is a modelling language for specifying institutions in terms of insti-
tutional rules and norms. AMELI facilitates agent participation within the institutional en-
vironment and supports regimentation of norms relating to agents’ communication actions.
AMELI is thus restricted to expressing (a particular type of) transition-based norms. Other
approaches, e.g., [35, 38, 63, 39], support more general action-based norms, and prescribe
actions that should or should not be performed by agents. S-MOISE+ provides support
for normative MAS based on the MOISE organisational model. In MOISE+, a deontic
specification states a role’s permissions and obligations for missions (sets of goals). An or-
ganisational manager agent ensures that agent actions (e.g., committing to a mission) do not
violate organisational constraints, including norms. However, while S-MOISE+ provides
an API which allows agents to discover their obligations, violation of obligations is not
monitored by the organisational manager. JaCaMo is similar to S-MOISE+. In JaCaMo,
the organisational infrastructure of a multiagent system consists of organisational artefacts
and agents that together are responsible for the management and enactment of the organi-
sation. An organisational artefact employs a normative program which in turn implements
aMOISE+ specification. Other frameworks such as ORA4MAS [49] provide support for
both norm regimentation and enforcement, however monitoring and enforcement must be
explicitly coded in organisational artefacts.

Other norm-based programming languages have been proposed that use high-level norms
to represent what the agents should establish or should avoid, in terms of a declarative de-
scription of a system state, rather than specifying which actions actions should or should
not be performed. One such language is the Organisation Oriented Programming Language
(2OPL) for the implementation of normative organisations [65, 32]. In this approach, an
organisation is viewed as a software entity that exogenously coordinates the interaction
between agents and their shared environment. 2OPL provides programming constructs to
specify 1) the initial state of an organisation, 2) the effects of agents’ actions in the shared
environment, and 3) the applicable norms and sanctions. In 2OPL norms can be either en-
forced by means of sanctions or regimented. The interpreter of 2OPL is based on a cyclic
control process. At each cycle, the observable actions of the individual agents (i.e., commu-
nication and environment actions) are monitored, the effects of the actions are determined,
and norms and sanction are imposed if necessary. An advantage of 2OPL approach is its
complete operational semantics such that normative organisation programs can be formally
analysed by means of verification techniques (see, e.g., [15, 31, 8]). A number of normative
programming languages have recently been proposed that are similar in spirit to the 2OPL
language. The normative language of the THOMAS multi-agent architecture [30] supports
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conditional norms with deadlines, sanctions and rewards. Conditions refer to actions (and
optionally states). Norms are enforced rather than regulated, and sanctions may be ap-
plied by agents rather than the organization. The normative infrastructure does not restrict
interactions between agents. A rule-based system implemented in Jess maintains a fact
base representing the organisational state, detects norm activation and monitors violations.
NPL/NOPL [47] allows the expression of norms with conditions, obligations and deadlines,
and norms may be regimented or enforced. Sanctions are represented as an obligation that
an agent apply the sanction to the agent that violated the norm. A translation ofMOISE+

specifications into NOPL programs is described in [48].

4 Norm Verification

Verification of norms involves a variety of questions, answers to which all rely on the spec-
ification of norms. These questions include:

• Is a given set of norms consistent [36]? If not, compute a maximal consistent subset
of this set [7].

• Given a transition system and a set of norms, are any of the norms violated [8]?

• A variant of the question above, called runtime norm monitoring, see for example [6]:
given a current finite run of the system (in other words, given a finite history of the
system so far), are any norms violated or about to be violated?

• Verification of the effect of applying the norms [2, 8]: given a transition system M
and a set of normsN , after the norms are enforced onM , does some system objective
φ hold in the resulting transition system? The result of applying N to M is called an
implementation of a normative systems on M in [2] and is called a normative update
of M with N in [8].

4.1 Norm Consistency

In this section we consider the problem of whether a set of norms are consistent. This
is the focus of, for example, [36]. The authors of [36] consider two kinds of norms in
electronic institutions, integrity norms which prohibit some actions after some condition
occurs, and obligations, which make some actions obligatory after some condition occurs.
Both are expressed in first order logic. In order to verify that an electronic institution is norm
consistent, a ‘dialogue’ (essentially, a record of interactions between agents) must be found
where there are no violations of integrity norms and there are no pending obligations. The
verification problem is decidable when the domain of the ontology describing the institution
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is finite, so the norms can be propositionalised and the problem of checking consistency
reduced to theorem proving in propositional logic.

The problem of finding a maximal consistent set of obligations arises in approaches
such as BOID [23] and in the decision making mechanism of the normative programming
language N2APL [7]. Essentially, the problem of finding a maximally consistent set of
norms (or norms and goals) arises when a rational agent needs to decide which course of
action to commit to (since it cannot commit to an inconsistent set, and at the same time may
wish to obey as many norms as possible while achieving as many goals as possible). Under
certain assumptions, in N2APL this problem is solvable in polynomial time (it is reduced
to checking whether a certain set of plans with durations and deadlines can be scheduled in
the available time).

4.2 Norm Compliance

In this section, we consider the problem: ‘given a structure M and a set of norms N , are
there any norm violations inM?’. If the set of norms is given semantically, we simply check
whether any of the semantic conditions hold in M (are there any violating states or tran-
sitions; note that a set of violating runs even if given semantically needs to be represented
in a finite way, e.g. by an automaton or by a regular expression). This problem arises as
part of the problem of normative update in [8] (before sanctions could be applied, all norm
violations need to be found).

If the set of norms is specified syntactically, and the set of formulas N ′ describes viola-
tion conditions of N , we have a model-checking problem [28, 11, 16]: for each formula φ
in N ′, does M satisfy φ?

The model-checking problem is, given a transition system M and a formula φ, does
M |= φ hold? The model-checking problem for different temporal logics has different
complexity. The model-checking problem for CTL can be solved in time O(|M | × |φ|);
it is PTIME-complete. The model-checking problem for LTL is PSPACE-complete. It can
also be solved in time 2O(|φ|)×O(|M |), that is, exponential in the formula and linear in the
size of the transition system, which corresponds to a more practical model-checking method
than the PSPACE algorithm. The model-checking problem for CTL∗ is PSPACE-complete.
It can also be solved in time 2O(|φ|) × O(|M |2). The model-checking problem for ATL is
PTIME-complete.

4.3 Runtime Norm Verification

According to Bauer et al. [18], runtime verification deals with those verification techniques
that allow checking whether an execution of a system under scrutiny satisfies or violates a
given correctness property. The problem of runtime verification is often formulated as fol-
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lows: given a system to be checked and a correctness property, check whether an execution
of the system satisfies or violates the correctness property. The process of runtime veri-
fication consists of various stages such as monitor synthesis, system instrumentation, and
execution analysis. In the first stage, the correctness property is used to generate a monitor,
which is basically a decision procedure for the property. In the second stage, relevant events
of the system are fed into the monitor, and finally in the third stage, the system execution is
analysed to decide whether the correctness property is satisfied or violated.

There are a variety of different formalisms that are proposed in the literature to spec-
ify and develop monitors that encode the correctness properties. These proposals varies
from runtime verification specific formalisms to general purpose formalisms. Some RV-
domain specific formalisms, as listed in [18], are language oriented formalisms such as
extended regular expressions [62], tracematches by the ApectJ team [10], query-oriented
languages such as PQL [56], and rule-based approaches [17]. More generic and general
purpose formalisms to specify and develop monitors are various fragments of linear tempo-
ral logic [40, 46, 64], various types of automata such as security automata [59] for encoding
safety properties and edit automata [55] for encoding non-safety properties, and aspect-
oriented programming such as AspectJ that can be used to develop monitors.

Assuming that correctness properties are closely related to norms in the sense that both
are properties that system executions can satisfy or violate, techniques from runtime ver-
ification can be used to check norm violations at runtime. For runtime norm verification,
the monitor synthesis stage is most relevant as it encodes a norm to a monitor that is sub-
sequently used to decide violation/satisfaction of the norm at runtime. In the following, we
present some of the general formalisms from runtime verification literature that can be used
to encode norms for runtime norm monitoring purposes.

4.3.1 Runtime Verification for LTL-based norms

As mentioned above, various fragments of LTL are used to specify norms. In standard LTL,
a formula specifies a property of infinite runs. However, following [18], the goal of runtime
verification is to check properties given finite prefixes of infinite runs. Given that norms are
specified as LTL formula, runtime norm verification should check whether finite prefixes
of infinite runs are compliant or violate norms. For runtime verification of LTL properties,
[18] proposes a three valued semantics. Adopting this semantics for norms, a finite run can
be norm compliant, norm violating, or inconclusive in the sense that the norm cannot be
said to be satisfied or violated. In general, given a finite run r, a norm n is violated if there
is no continuation of r that satisfies n, satisfied if all possible continuations of r satisfy n,
and inconclusive otherwise. Formally, let Π be a set of atomic propositions, Σ = 2Π be an
finite alphabet, Σω be the set of all infinite words (runs), and Σ∗ be the set of all finite words
(runs), rσ ∈ Σω be an infinite run starting with finite prefix r ∈ Σ∗ followed by infinite run
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σ ∈ Σω, and |=LTL be the standard LTL satisfaction relation.

r satisfies n if ∀σ ∈ Σω : rσ |=LTL n
r violates n if ∀σ ∈ Σω : rσ 6|=LTL n
r is inconclusive wrt n otherwise

Given that arbitrary LTL formula can be evaluated on finite runs, [18] describe the con-
struction of a (deterministic) finite state machine that can read a finite run and determine
whether it satisfies, violates, or is inconclusive with respect to a LTL property.

As shown in [18], the size of the resulting monitor is double exponential in the size
of |φ] and the cause of this is related to the construction of the Büchi automata and the
construction of the product automaton.

One interesting characteristic of their construction is that the satisfaction and violations
of properties can be decided as early as possible. This feature is particularly important
for adopting this approach for runtime monitoring of norms. It should be noted that the
adoption of this approach for runtime verification of norms is limited to the detection of
norm violations and cannot deal with norm enforcement to regiment or sanction violations
(see e.g., [8, 6]).

4.3.2 Runtime Enforcement for Safety-Progress Properties

Norms can be enforced on a system by means of regimentation or sanctions. In the first
case, the violation of norms are prevented by either ignoring/undoing the violating actions
or by halting/blocking the execution of the system. In case of sanctioning, norm violation
are allowed but compensated by intervening in the system run. In the context of norm en-
forcement, the specification of norms is not only for the monitoring purposes, but also for
the intervention. The specification of a norm should therefore include a regiment/sanction
modality, and in the case of sanctioning, also the sanction that should be imposed upon the
norm violation. In the field of runtime verification, mechanisms are devised to enforce prop-
erties at runtime [59, 54, 55]. Examples of these mechanisms are truncation, suppression,
insertion, and edit automata. These automata are known under the general term security
automata that are designed to enforce security properties. The properties that security au-
tomata can enforce are specified with respect to the general Safety-Progress classification
of properties [27].

A truncation automaton is defined with respect to a system and can be seen as a se-
quence recogniser and is designed to halt the system run when the system attempts to invoke
a forbidden operation. Such an automaton is defined as a finite or countably infinite state
machine and with respect to a set of actions of the system under scrutiny. The transition
function of a truncation automaton is a partial function and indicates whether to accept the
current operation of the system under scrutiny and move to a new state or to halt the target
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program. Formally, a truncation automaton is tuple (Q, q0, δ) defined with respect to a sys-
tem with action set A, where Q is the set of possible states of the automaton, q0 ∈ Q is the
initial state of the automaton, and δ : A × Q → Q is a partial transition function that de-
termines which system actions to be accepted. The operational semantics of the truncation
automaton is defined by the following transition rules:

(a;σ , q) a−→ (σ , q′) if δ(a, q) = q′ (STEP)
(σ , q) ·−→ (· , q) otherwise (STOP)

The transition rule STEP accepts the current system action a allowing the system run to
proceed and the transition rule STOP halts the system run. In [37], it is shown that the class
of properties that truncation automaton can enforce is the class of safety properties of the
form Gφ, where φ is a past formula.

Edit automata are more powerful and extend truncation automata. An edit automaton is
defined as a finite or countably infinite state machine and with respect to a set of actions of
the system under scrutiny. The transition function of an edit automaton includes the partial
transition function of the truncation automaton, but add two new partial transition functions
with disjoint domains. One partial transition function indicates whether or not an operation
of the system under scrutiny should be suppressed or accepted, while the second one spec-
ifies the insertion of a finite sequence of operations to be inserted in the run of the system
under scrutiny. An edit automaton can thus allow, suppress, or halt the execution of the
system under scrutiny or even insert finite sequences of operations in the execution of the
system. Formally, an edit automaton is tuple (Q, q0, δ, γ, ω) defined with respect to a sys-
tem with action set A, where Q, q0 ∈ Q and δ are defined as with the truncation automata,
γ : A × Q → ~A × Q is a partial function that specifies the insertion of a finite sequence
of actions into the system run, and ω : A×Q→ {−,+} is a partial function that specifies
whether system actions should be accepted or suppressed. In edit automata it is assumed
that δ and ω have the same domain, while δ and γ have disjoint domains. The operational
semantics of the edit automaton is defined by the following transition rules:

(a;σ , q) a−→ (σ , q′) if δ(a, q) = q′ and ω(a, q) = + (STEPA)
(a;σ , q) ·−→ (σ , q′) if δ(a, q) = q′ and ω(a, q) = − (STEPS)

(a;σ , q) τ−→ (a;σ , q′) if γ(a, q) = (τ, q′) and ω(a, q) = − (INS)
(σ , q) ·−→ (· , q) otherwise (STOP)

The transition rule STEPA accepts the current system action a allowing the system run
to proceed, the transition rule STEPS suppresses the current system action a but allows
the system run to proceed, the transition rule INS adds a finite sequence of actions τ and
allows the system run to proceed, and finally the STEP transition rule halts the system run.
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In [37], it is shown that the class of properties that edit automaton can enforce is the class
of response properties of the form GFφ, where φ is a past formula.

4.3.3 Runtime Norms Verification with Aspect Oriented Programming

Aspect-oriented programming is an extension to object-oriented programming and allows
software developers to create software systems that can grow to meet changing require-
ments. This is done by supporting dynamic modifications of software systems without
changing their static object-oriented model. The dynamics modifications can be realised
by including some new code to satisfy changing requirements in a separate single location
rather than incorporating it at various locations in the existing software. Aspect oriented
programming also allows to extend software systems to satisfy new requirements even if
the code of the software system is not available. The key concepts of aspect oriented pro-
gramming are point-cut and advice. An object-oriented program exposes joint points which
can be selected by pointcuts. Such join points are points of execution in the software ap-
plication where an intervention has to be realised in order to meet the new requirements.
For example, a point-cut may refer to the point just before or after the execution thread
enters or exits a method of some object. An advice is the new code that should be added
to the existing object-oriented model to ensure the new requirements. This additional code
implements the intervention in the execution of the existing object-oriented software appli-
cation. A simple example of an advice is the logging code that a developer wants to apply
just before or after the execution thread enter or exits a method of some object. A point-
cut together with a corresponding advice is then called an aspect. The most mature aspect
oriented programming language is AspectJ, which is an extension of Java.

Following the parallel with runtime verification, one may use aspect oriented program-
ming to specify norms and enforce them during the execution of a software system. In
the object oriented programming paradigm, state-based norms can be specified in terms of
some state variables, action-based norms can be specified in terms of method calls, and
behavioural norms can be implemented by creating some additional data structures. The
enforcement of norms can be realised by means of point-cuts referring to the execution
points where the value of some state variables change, when some method is called, or a
combination thereof with some additional data structures. In particular, a norm can be spec-
ified by means of some point-cuts with corresponding queries on values of state-variables
or arguments of method calls. The enforcement of a norm by means of regimentation or
sanctioning can be modelled as an aspect that combines some point-cut and an advice. In
particular, the violation of norms and possible sanctions can be implemented in the advice
of an aspect.

For example, consider a behavioural/temporal norm that is specified in terms of a con-
dition, an obligation/prohibition and a deadline. Such a norm specifies that some state
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should be reached or prevented (or some actions should be performed or avoided), as soon
as the specified condition is met and before the deadline is reached. The violation of a
norm applies an intervention procedure that in case of norm regimentation halts the soft-
ware execution or in case of norm sanctioning imposes a sanction. A conditional norm can
be implemented by means of a number of related pointcuts and advice pairs, in particu-
lar, one pair for the condition of the norm, one for the content of the norm (obligation or
prohibition), and one for the deadline of the norm.

When the condition pointcut of the norm is reached, then the condition advice checks
whether the norm should be instantiated and detached. If so, then a detached norm (obli-
gation or prohibition) is created and stored in a specially designed data structure called
detached norm list. Suppose the norm is an obligation. If the obligation pointcut is reached,
then the obligation advice will check whether the stored detached obligation in the de-
tached norm list is fulfilled and can be removed from the list. Moreover, if the pointcut of
the deadline is reached, then the advice of the deadline pointcut will not proceed the call
if the obligation is regimented, and otherwise executes the sanction that corresponds to the
obligation. Suppose the norm is a prohibition. If the pointcut of the prohibition is reached,
then its advice checks whether a detached prohibition exists. If so, then the prohibition is
considered as violated. In case the prohibition is regimented, the advice will not proceed
the pointcut’s method call. Otherwise, if the prohibition is sanctioned, then the sanction
will be executed. If the deadline pointcut is reached and the norm is a prohibition, then the
detached prohibition is considered as fulfilled and removed from the detached norm list.

4.4 Normative Update

In this section, we consider the following normative update problem: ‘given a structure
and a set of norms, does the structure where this set of norms is enforced, satisfy a certain
system objective?’. Formally, it can be characterised as follows. Given a model M of a
computational system (e.g., a transition system) that does not satisfy an overall desirable
system property φ (e.g., a LTL formula), decide whether the enforcement of a set of norms
N (e.g., conditional norm with deadline) on M , denoted as M � N , satisfies the desirable
system level property φ. N can be either a regimentation norm or a sanctioning norm with
corresponding sanction that are imposed on violations. Thus, givenM 6|= φ, decide whether
M � N |= φ.

This problem has been studied for state-based, action-based, and behaviour-based norms.
In [2], norms are specified semantically as a set of prohibited transitions (edges). A set

of norms implemented on a transition system M results in a new transition system, M � N ,
which is M with all prohibited edges removed. In [2], the ‘reasonableness assumption’ is
made, which is that M � N is always non-empty: no set of norms will disable all possible
transitions in the system. The most basic question to ask is whether M � N satisfies some
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design objective φ. The authors state that the same approach would work with state-based
norms, where a norm correspond to a set of prohibited states. In the latter case, M � N is
M with all the states prohibited by N removed.

In [8], the notion of applying a set of norms to a transition system is studied for con-
ditional norms with sanctions and deadlines. [8] state that their approach subsumes that of
[2]. They distinguish two kinds of norms: regimenting and sanctioning norms. Regiment-
ing norms can be used to ensure that certain state or behaviours never occur. If a norm
labels a state with the distinguished sanction atom san⊥, then the run containing this state
is removed from the set of runs of the system by the normative update. Sanctioning norms,
on the other hand, can be used to penalise rather than eliminate certain execution paths.
An undesirable state (from the point of view of the system designer) may or may not be
achievable by an agent (or agents) depending on the resources the agent is able or willing
to commit to achieving it.

The normative update of a physical transition system is defined by applying sanctioning
and regimenting norms to the computation tree of the system. The application of sanctioning
norms changes the valuation of the violating states (sanction atoms are added), while the
application of regimenting norms removes branches of the tree where one of the states
violates the regimenting norm.

Definition 7 (Normative Update). Let M = (S,R, V, sI) be a finite transition system,
T (M) be the computational tree of M , and N a finite set of conditional obligations and
prohibitions. The normative update of T (M) with N , denoted as TN (M), is obtained from
T (M) as follows:

• for every state s of T (M), if s violates a sanctioning norm n ∈ N , then the sanction
atom of n is added to the valuation of s

• all branches which contain a state violating a regimenting norm n ∈ N are removed
from T (N).

Observe that each node s′ of TN (M) contains sanction atoms of all norms violated in
s′. Observe also that runs which contain a state satisfying the distinguished sanction atom
san⊥ are removed from T (M). As in [2], [8] also assume that TN (M) is non-empty, i.e.,
that regimentation does not remove all possible paths from the system.

To formulate system objectives, [8] introduce two logics, variants of CTL and ATL,
where path quantifiers are annotated with multisets of sanctions incurred on a path. This
allows them to express properties like ‘when norms are enforced, the agent(s) are unable
to bring about a state satisfying (a bad property) φ without incurring at least sanctions Z’,
where Z is a multiset of sanctions. For both logics, the problem of checking whether the
normative update satisfies a property is PSPACE-complete.
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In [53], two variants of a dynamic modal logic are proposed to characterise and reason
about norm dynamics. The first variant of the logic is devised for updates with state-based
norm, while the second variant is devised for updates with action-based norms. The pro-
posed logics come with corresponding sound and complete proof systems. The logics are
devised to represent norm updates and to reason about the effect of such updates on a system
specification. The logics provide update operators for adding norms to a system specifica-
tion and to reason about the effects of such updates on the system specification. A target
system is modelled as a labelled transition system that determines the effect of actions on
the system states. Motivated by the Anderson’s reduction [13], violation atoms are used to
label the norm violating states.

The first type of norms are state-based and have the form (φ,+v,ActR) or (φ, −v,
ActR), where φ is the norm condition, +v and −v are the norm effect, and ActR is a set
of repair actions. Adding such a norm to a system updates the system in such a way that
for every φ state the violation atom v holds until a repair action from ActR occurs. The
idea of the repair action is that its occurrence repairs the system violation. Adding a norm
of the form (φ,−v,ActR) has a similar effect except that the proposition v stops to hold
until the norm effect is repaired. An example of such a norm is (station,+v, {buy_sub}),
which represents the norm that being in a (train) station causes violation v unless this effect
is repaired by buying a subscription. Updating a system with a norm duplicates its states to
create two types of states: states in which norm effects are active and states in which norm
effects are repaired. The transition relation is then modified in such a way that any violating
action ends up in a state where the norm effect is active, and that any repair action ends
up in states where the norm effect is repaired. The second type of norms are action-based
of the form ActT , φ,+v,Actr and ActT , φ,−v,Actr, where the new ActT component is
the set of actions that trigger a norm in the sense that after the triggering actions for every
φ state the violation atom v holds until a repair action from ActR occurs. Similar reading
is used for norms of the form ActT , φ,−v,Actr. An example of this second norm type is
(unchecked, station,+v, {leave}), which represents the norm that unchecked entrance of
a (train) station causes violation atom v unless this effect is repaired by buying a subscrip-
tion.

5 Summary

Violation conditions of regulative norms may correspond to conditions on states, actions, or
arbitrary temporal patterns. They may be specified semantically or expressed syntactically
in a suitable temporal logic, or in a programming language. Verification problems for norms
or rather for normative systems involve verifying consistency of norms, verifying whether
violation conditions hold, and finally verifying whether a system where norms are enforced
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satisfies some system objective. We summarise the material covered in this chapter in a
table below.

Specification Verification Problems
State-based Consistency; Compliance; Update
Action-based Consistency; Compliance; Run-time monitoring;

Run-time enforcement; Update
Behaviour-based Consistency; Compliance; Run-time monitoring;

Run-time Enforcement; Update

Table 1: Summary of specification and verification of norms
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time Verification: 7th International Workshop, RV 2007, Vancover, Canada, March
13, 2007, Revised Selected Papers, pages 111–125, Berlin, Heidelberg, 2007. Springer
Berlin Heidelberg.

[18] Andreas Bauer, Martin Leucker, and Christian Schallhart. Runtime verification for
LTL and TLTL. ACM Transactions on Software Engineering and Methodology,
20(4):14:1–14:68, 2011.

[19] Cristina Bicchieri. The Grammar of Society: The Nature and Dynamics of Social
Norms. Cambridge University Press, March 2006.

[20] Cristina Bicchieri and Hugo Mercier. Norms and beliefs: How change occurs. In
Maria Xenitidou and Bruce Edmonds, editors, The Complexity of Social Norms, pages
37–54. Springer International Publishing, 2014.

[21] Guido Boella and Leendert van der Torre. Regulative and constitutive norms in nor-
mative multiagent systems. In Proceedings of the Ninth International Conference
on Principles of Knowledge Representation and Reasoning (KR’04), pages 255–266,
2004.

[22] J. Broersen, M. Dastani, J. Hulstijn, and L. van der Torre. Goal generation in the BOID
architecture. Cognitive Science Quarterly, 2(3-4):428–447, 2002.

[23] Jan Broersen, Mehdi Dastani, Joris Hulstijn, Zisheng Huang, and Leendert van der
Torre. The boid architecture: Conflicts between beliefs, obligations, intentions and
desires. In Proceedings of the Fifth International Conference on Autonomous Agents,
AGENTS ’01, pages 9–16, New York, NY, USA, 2001. ACM.

[24] Nils Bulling and Mehdi Dastani. Verification and implementation of normative be-
haviours in multi-agent systems. In Proc. of the 22nd Int. Joint Conf. on Artificial
Intelligence (IJCAI), pages 103–108, Barcelona, Spain, July 2011.

[25] Nils Bulling, Mehdi Dastani, and Max Knobbout. Monitoring norm violations in
multi-agent systems. In Twelfth International conference on Autonomous Agents and
Multi-Agent Systems (AAMAS’13), pages 491–498, 2013.

[26] C. Castelfranchi. Formalizing the informal?: Dynamic social order, bottom-up social
control, and spontaneous normative relations. JAL, 1(1-2):47–92, 2004.

485



ALECHINA, DASTANI AND LOGAN

[27] Edward Chang, Zohar Manna, and Amir Pnueli. The safety-progress classification. In
Friedrich L. Bauer, Brauer Wilfried, and Helmut Schwichtenberg, editors, Logic and
Algebra of Specification, volume 94 of NATO ASI Series, pages 143–202. Springer,
1993.

[28] E. M. Clarke, E. A. Emerson, and A. P. Sistla. Automatic verification of finite-state
concurrent systems using temporal logic specifications. ACM Transactions on Pro-
gramming Languages and Systems, 8(2):244–263, 1986.

[29] O. Cliffe, M. de Vos, and J. Padget. Specifying and reasoning about multiple institu-
tions. In Coordination, Organizations, Institutions, and Norms in Agent Systems II,
volume 4386, pages 67–85. Springer LNCS, 2007.
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1 Introduction and Motivation

Since multi-agent systems are inspired by human societies, they do not only borrow their
coordination mechanisms such as conventions and norms, but also need to consider the
processes that describe how norms come about, how they propagate in the society, and how
they change over time.

In the NorMAS community, this is best reflected in various norm life cycle conceptions
that look at normative processes from a holistic perspective. While the earliest life cycle
model emerged in the research field of international relations, the first life cycle model in the
AI community has been proposed at the 2009 NorMAS Dagstuhl workshop by Savarimuthu
and Cranefield [2009] and is based on a comprehensive survey of then existing contributions
to the research field. Subsequently, two further models have been proposed that offer more
refined accounts of the fundamental underlying processes.

In this article, we review all existing norm life cycle models (Section 2), including the
introduction of the individual life cycle models and their contextualization with specific
contributions that exemplify life cycle processes. In addition, we provide a comprehensive
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contemporary overview of individual contributions to the area of NorMAS and a systematic
comparison of the discussed life cycle models (Section 2.6). Based on this analysis, we
propose a refined general norm life cycle model that resolves terminological ambiguities
and ontological inconsistencies of the existing models while reflecting the contemporary
view on norm formation and emergence.

This comprehensive review of life cycle models represents the birds-eye perspective on
dynamics in normative multi-agent systems, which is complemented by research areas that
operate at the intersection of normative processes captured by life cycle models. In addition
to this holistic perspective, we thus discuss two active research fields that deal with norm
dynamics: norm change and norm synthesis.

In human societies, norms change over time: new norms can be created to face changes
in the society, old norms can be retracted either because they became obsolete or because
superseded by others, and also norms can be modified. Thus, multi-agent systems too need
mechanisms to model and reason about norm change. The field of norm change (Sec-
tion 3) puts a specific focus on the definition of mechanisms that describe and regulate the
change of norms over time. Essential aspects include the translation of legal to logical
specifications, the definition of a normative approach to norm change, and the tuning of
computational mechanisms for norm change. This research area is rather recent and to date
there is still no consensus on a common account for norm change. This section retraces
the historical development and debates within this field and provides an outlook on future
directions.

The second subfield, norm synthesis (Section 4), has a longer history that has its roots in
the systems engineering domain and is concerned with the use of norms and social laws as
scalable coordination mechanisms in open systems. The associated challenges are twofold
and have led to the development of distinct branches, with one concentrating on the analysis
of factors that mitigate the emergence of norms or conventions, and the second one focus-
ing on the identification and classification of norms in existing normative environments.
This section identifies a taxonomy of norm synthesis approaches based on a comprehensive
literature overview of the field, and illustrates contemporary developments using selected
contributions.

We conclude this article by contextualizing the discussed subfields with the proposed
general norm life cycle model, reflecting on the progression of research on norm dynamics,
and finally, by providing an outlook on contemporary and future challenges of modeling of
norm dynamics.
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2 Norm Life Cycle Models

In the following sections, we introduce four norm life cycle models discussed in the liter-
ature to date. The models are organized chronologically, and, with exception of the last
model by Mahmoud et al. (Section 2.4), are of increasing complexity. The first model by
Finnemore and Sikkink (Section 2.1) describes normative processes to capture the dynam-
ics of international relations, whereas the models by Savarimuthu and Cranefield (Section
2.2), Hollander and Wu (Section 2.3), and Mahmoud et al. (Section 2.4) have been pro-
posed in the research field of normative multi-agent systems. Since the identified individual
processes that constitute all models are supported by relevant literature contributions, we
provide an updated review of associated literature. The later three models represent in-
cremental extensions of earlier models, and, in consequence, feature redundant elementary
processes. In such cases, we refer the reader to the corresponding processes in earlier life
cycle models.

2.1 Model 1: Finnemore & Sikkink

2.1.1 Overview

Norms have been traditionally studied in the social sciences [Crawford and Ostrom, 1995]
(see also Finnemore and Sikkink [1998], Elster [1989], Bicchieri [2006]), but no consensus
yet exists on how norms emerge and are subsequently adopted in a society. In order to un-
derstand the role that norms play in international politics, Finnemore and Sikkink [1998]
introduced the concept of “life cycle" to model the origin and the dynamics of norms. They
claimed that norms follow a specific pattern and that each portion of the life cycle is char-
acterized by different actors and mechanisms. The term of life cycle was later imported and
became particularly relevant for the study and modelling of normative multi-agent systems.

Finnemore and Sikkink’s norm life cycle is a three-stage process, as shown in Figure 1:
the first step is norm emergence, followed by norm acceptance (following Sunstein [1996],
also called norm cascade), and the last stage is norm internalization. The move from norm
emergence to norm cascade happens once the norm has been accepted by a certain amount
of actors (the threshold point).

Figure 1: Finnemore and Sikkink’s Norm Life Cycle Model

It is important to mention that a norm does not necessarily complete a life cycle. If, for
instance, a norm does not reach the threshold point, it will not move from the emergence
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stage to the cascade stage. The different stages of Finnemore and Sikkink ’s model are
supported by examples coming from women’s movement of suffragettes and laws of war.

2.1.2 Stage 1: Norm Emergence

At the origin of norms we find norm entrepreneurs, agents committed to persuade a critical
mass to support new norms or to alter existing ones in order to achieve desirable behaviour
in a state or community. As Hoffmann [2003] notes, leaders and entrepreneurs are not novel
concepts in political science [Nadelman, 1990; Young, 1990; Schneider and Teske, 1992;
Bianco and Bates, 1990]: “Entrepreneurship is a popular factor for explaining solutions
to collective action problems, equilibrium choice, the emergence of cooperation as well
as norms" (Hoffmann [2003], p. 8). As an example of a norm entrepreneur, Finnemore
and Sikkink mention Henry Dunant, who played a crucial role in forming the norm that,
in time of war, doctors and wounded soldiers should be treated as noncombatants and, by
consequence, granted immunity.

The task of norm promoters is rarely easy. More often proposing a new norm implies
competing with existing social contexts and established states of affairs. This means that
one has to be ready to battle with competing norms or conflicting interests. The mechanisms
by which individuals manage to convince other individuals is debated [Checkel, 1998; Risse
and Sikkink, 1999]. Finnemore and Sikkink argue that the difficulty of the task explains
why norm entrepreneurs frequently resumed to controversial or even illegal acts (such as
the protests engaged by suffragettes, who refused to pay taxes and went on hunger strikes,
among other things). Altruism, empathy and commitment to an ideal are the motives that
Finnemore and Sikkink attribute to norm entrepreneurs to explain their dedication.

Observing norm emergence in international relations, Finnemore and Sikkink stress
that norm entrepreneurs act within organizational platforms, like nongovernmental organ-
isations. This facilitates the reaching of the threshold point and thus the emergence of the
norm. In the context of international politics, empirical studies fix such threshold around
one-third of the total states, even though some states are more critical to the adoption of a
norm than others. The second stage (norm cascade) is reached when the threshold is passed.

Subsequent models, like Hollander and Wu [2011b], will refine Finnemore and Sikkink
’s norm life cycle and will replace entrepreneurs by machine learning and cognitive ap-
proaches (Section 2.3).

2.1.3 Stage 2: Norm Cascade

We have seen that once the threshold of the critical mass is passed, according to the Finnemore
and Sikkink’s model, we move to the stage of norm cascade. This is called so because the
acceptance rate of the new norm among the individuals increases rapidly. The mechanism
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that seems to govern the acceptance of a norm is socialization, a kind of persuasion by some
agents to others to embrace a certain norm. In the case of states, such persuasion appears
to lean against the need of a state to be recognized as a member of an international organi-
sation. In other words, exactly as it happens to people, countries would be exposed to peer
pressure. In particular, the desire to acquire or increment internal and international legiti-
mation, the pressure of conformity and the need for norm leaders to increase their esteem
seem to be the reason to respond to such a pressure.

2.1.4 Stage 3: Internalization

If a norm reaches the third and last stage, it becomes internalized. This means that such
norm is acquired and not object of debate anymore. As Epstein stated, once a norm is ac-
cepted, people “conform without really thinking about it" (Epstein [2001], p.1). Examples
of nowadays internalized norms are the abolition of slavery or the right to vote for women.
But internalized norms can also be specific to certain professions. Finnemore and Sikkink
mention the examples of doctors and soldiers, who become acquainted with different “nor-
mative biases": “Doctors are trained to value life above all else. Soldiers are trained to
sacrifice life for certain strategic goals" (Finnemore and Sikkink [1998], p.905).

2.1.5 Discussion

Constructivists (to which Finnemore and Sikkink’s approach belongs) have been criticized
for failing to account how entrepreneurs hammer new norms or come to propose the alter-
ation of existing ones, as well as how they manage to convince other critical agents in their
vision. Hoffmann [2003] partially addresses such criticisms by building an agent-based
model to explore the role of norm entrepreneurs. His model does not tackle the question
of how entrepreneurs convince other agents, but focuses “on the unexamined assumption
that a persuasive entrepreneur can influence the outcomes that arise from the interactions of
heterogeneous, interdependent agents" (Hoffmann [2003], p. 13). His model shows that the
constructivist’s hypothesis of the role of norm entrepreneurs is indeed plausible. In partic-
ular, his aim is to understand under what conditions a norm entrepreneur can function as a
norm catalyser for the emergence of new norms and the alteration of existing ones. Norm
entrepreneurs turn out to be able to influence norm emergence even when they can reach
only a small portion of the population (around 30%), and their influence increases with their
reach. Hoffmann’s model suffers (as the author himself acknowledges) from some limita-
tions, like the assumption of a unique norm entrepreneur, the lack of communication among
agents, agents’ power is not modelled, and only non-complex norms are considered.
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2.2 Model 2: Savarimuthu & Cranefield

2.2.1 Overview

The first life cycle model for norms we have encountered was proposed in the context of
international relations. As we have seen, Finnemore and Sikkink [1998] directed their
attention to human societies and to processes that can explain how norms emerge and spread
within and among states. Ten years separate Finnemore and Sikkink’s work from the second
model we consider here, the life cycle model proposed by Savarimuthu and Cranefield
[2009; 2011].

Savarimuthu and Cranefield’s model comes from the study of simulation-based works
on norms in the context of multi-agent systems. By looking at the various mechanisms
employed by the researchers working on simulation on norms, they extend the three-stage
model of Finnemore and Sikkink.

Savarimuthu and Cranefield’s contribution came in two papers: the first one
[Savarimuthu and Cranefield, 2009] presented a four phases norm life cycle (norm creation,
spreading, enforcement and emergence), whereas the subsequent [Savarimuthu and Crane-
field, 2011] included one additional stage (identification). For this reason, in the present
section we will focus on the latter, more recent, contribution. For each step Savarimuthu
and Cranefield provide a categorisation of the mechanisms that have been employed in the
simulation-based works on norms, as shown in Figure 2.

Figure 2: Savarimuthu and Cranefield’s Norm Life Cycle Model

2.2.2 Norm Creation

Unlike Finnemore and Sikkink [1998] , who acknowledged only the role of norm en-
trepreneurs for the creation of norms, Savarimuthu and Cranefield [2011] realize that in
the context of multi-agent systems, norms can be created by three different approaches: off-
line design, norm leaders and norm entrepreneurs. In off-line design the norm is introduced
by an external designer and is hard-wired into the agents. Norm leaders, on the other hand,
are powerful agents of the system that (following a democratic or an authoritarian process)
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create norms for the other agents to follow. Finally, norm entrepreneurs are not necessarily
norm leaders. Similarly, as seen in Finnemore and Sikkink’s model, an entrepreneur can
propose a new norm that he thinks is beneficial to the society. But until the entrepreneur
does not succeed to persuade the other agents to accept such norm, the norm is not a social
norm.

Off-line Design One of the most well-known works in the area of off-line design is
Shoham and Tennenholtz [1995] ’s work on synthesising social laws, specifically in the
traffic domain. In this specific context, off-line design implies that mobile robots (as traf-
fic participants) are initialized with a set of traffic laws (‘rules of the road’) that have been
computed at design time in order to prevent collisions at runtime. Such rules allow to
minimize the need of a central coordinator on the one hand and that of a negotiation mech-
anism among agents on the other hand. Traffic laws provide the agents with a set of social
laws that help them avoiding collisions. A multi-robot grid system is considered, where
m robots can move on an n× n grid. Shoham and Tennenholtz suggest one can imagine
rows and columns of that grid as lanes in a supermarket. In order to avoid the collision
between robots (which happens when more than one robot occupies the same coordinate),
some traffic laws are given. For instance, one may impose that in odd rows agents can
move only right, in even rows they can move only left, in odd columns they can move
only down and in even columns the only movement possible is up. Rules define also the
priority when two or more robots approach a junction and how robots can change their
movement direction Shoham and Tennenholtz [1995] ’s work has subsequently been ex-
tended (e.g. to consider the minimality of social laws [Fitoussi and Tennenholtz, 2000]) and
has found various adaptations in works on norm emergence (e.g. [Sen and Airiau, 2007;
Mukherjee et al., 2007]).

A similarly influential model from the sociological domain is Conte and Castelfranchi
[1995b]’s evaluation of norms for the purpose of aggression control to facilitate coopera-
tion in a stylized food-gathering society. In their model societies are selectively initialized
as either strategic or normative, where strategic agents systematically attack fellow food-
carrying agents, whereas normative ones accept a notion of possession, thus promoting a
higher level of survival at the macro level. Results have shown that normative populations
do better than strategic ones. However, in mixed populations strategic agents do much bet-
ter than the normatives. The reason is that non-normative agents benefit from the behaviour
of normatives.

Castelfranchi et al. [1998] have further extended the model to consider the role of
reputation (see Section 2.2.5). The role of reputation is considered also in Hales [2002],
which extended Castelfranchi et al.’s food-consumption problem by assigning agents to the
group of normative agents or to the group of cheaters.
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Walker and Wooldridge [1995] observe that the simplicity of off-line design models
comes at a price. To be truly beneficial, such approach requires that all characteristics of
a system should be known a priori (which is not the case for open systems, for example).
Another difficulty is that it is extremely costly and time-consuming to constantly reprogram
agents, which is required in case agents’ goals change, as it happens in complex systems.
Moreover, Savarimuthu and Cranefield [2011] note that it is not realistic to assume that all
agents follow a given norm.

Leadership and Entrepreneurship Mechanisms Leaders are agents who have the social
power and abilities to persuade other agents to accept a norm. Leadership mechanisms have
been employed for norm emergence and norm spreading (see Section 2.2.4). Verhagen
[2001] considers agents with a certain degree of autonomy and a normative advisor (as
in Boman [1999]’s approach) from whom they receive comments on an agent’s decision
to follow or not to follow a norm. Once an agent decides to follow a specific norm, it
announces it to the whole society. The normative advisor as well as other agents can send
feedback to that agent, who may assign a greater weight to the comments received from the
leader.

In Savarimuthu et al. [2008a] a society can have several normative advisors (or role
models) who give advice to agents who are their followers. Agents are connected to each
other through one social network topology among fully connected networks, random net-
works and scale-free networks. The interesting twist is that an agent can be at the same
time a role model for some agents and a follower of some other agent. Since several norm
leaders can exist, different norms can emerge in the society.

Norm entrepreneurs were notably introduced in Finnemore and Sikkink ’s norm life
cycle model, presented in Section 2.1. Hoffmann [2003] has experimented on the notion of
norm entrepreneurs, as seen in the Discussion subsection of Section 2.1.

2.2.3 Norm Identification

The first norm life cycle model proposed by Savarimuthu and Cranefield [2009] consisted
of four stages (norm creation, spreading, enforcement and emergence). The idea being that,
as in [Finnemore and Sikkink, 1998], once a norm is created, it may spread in a society
if certain conditions are satisfied. However, in [Savarimuthu and Cranefield, 2011], they
added the identification step between norm creation and spreading. Such step is needed in
all those situations in which a norm has not been explicitly created, for example when a
norm results from the interaction process among agents. In those cases, agents have first
to be able to identify the created norms. Simulation-based works on norms have explored
two approaches for norm identification: agents can learn new norms by imitation, machine
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learning or data mining mechanisms; alternatively, agents can use their cognitive abilities
to infer and recognize the norms of a system.

Learning Mechanisms – Imitation Among the simulation models that experimented on
learning mechanisms based on imitation is that of Epstein [2001]. Using a driving setting in
which agents can observe whether other agents (within a certain radius) drive on the right or
on the left, Epstein showed that agents conform to the driving preferences of the majority of
the observed agents. Imitation mechanisms can explain the identification and the spreading
of a norm.

Yet, some authors, like López y López and Márquez [2004] as well as Campenni
et al. [2009] , cast some doubts on the claim that such mechanisms can explain the co-
existence of different norms in a group of agents. Instead of seeing norms are hard-wired
in the agents, Campenni et al. [2009] imagine the interaction between agents coming from
different societies. Their goal is to investigate the role of cognition in norm recognition:
How do agents tell that something is a norm? In their model, there are four scenarios, some
actions that are context-specific and one action that is common to all scenarios. In one
set of simulations, agents can change contexts, whereas in another set of simulations, at a
certain moment, agents must stay in the context they have reached and can interact only
with agents that are in the same context (imagine a situation in which a population is split
into two groups and each group is constrained to not have contacts with the other group).
The purpose of this second set of simulations is to show that frequency may be a sufficient
(but not necessary) condition for agents to converge to the same action. Results show that
new norms can emerge, eventually giving rise to the competition between two rival norms.

Learning Mechanisms – Machine Learning Shoham and Tennenholtz [1992a] employed
co-learning, a reinforcement learning mechanism that makes an agent choose the strategy
that revealed to be the most successful in the past. They showed that norm emergence
decreases with the decrease of the frequency of the updates of an agent’s strategy. The
efficiency of norm emergence turned out to decrease also with the increase of an agent’s
memory flush.

Building on the scenario introduced in [Conte and Castelfranchi, 1995b], Walker and
Wooldridge [1995] ran 16 experiments with different parameters for the size of the majority
and the update function (the latter could depend on the majority rule, on the memory flush
or on communication mechanisms). Results showed that the network topology and com-
munication may play an important role and, hence, more simulations are needed to better
understand mechanisms for norm emergence.

More recently, norm emergence has been investigated using social learning in a model
in which agents repeatedly interact with other agents by Sen and Airiau [2007]. Experi-

499



FRANTZ AND PIGOZZI

ments took into account different population sizes, various learning strategies, and number
of available actions. The specific situation is that of learning of which side of the road to
drive on but also the problem of who has the priority if two agents gain a junction at the
same time. The outcomes confirm that such a mode of learning is a robust mechanism for
the emergence of social norms.

Learning Mechanisms – Data Mining An approach to norm identification that uses asso-
ciation rule mining to identify obligation norms is Savarimuthu et al. [2010b]’s Obligation
Norm Inference (ONI) algorithm. Such model enables agents to sense their environment,
memorize experiences and observations as well as normative signals, which build the basis
for the identification of personal norms (p-norms) and group norms (g-norms). The memo-
rized event episodes are then mined for obligation norms using association rules algorithms.
The agent-based simulation experiment considers a virtual restaurant in which agents may
not know whether the restaurant expects the customers to order and pay for the food at the
counter before eating or if they are expected to order, consume the food and pay only be-
fore leaving. Another protocol agents may need to identify is the tipping norm: in some
countries, for example, tipping is expected (in the USA, for instance), whereas in others
(like most countries in Europe) it is not expected. The difficulty in identifying an obligation
norm is that a sanction is triggered by the absence of an action (a customer in a restaurant
may be sanctioned if he is not tipping the waiter). Savarimuthu et al. [2013a] propose a
corresponding approach for the identification of prohibition norms.

Savarimuthu and Cranefield [2011] observe that data mining is a promising approach.
However, explicit signals for sanctions or reward have to be present in order for norms to
be easily identified.

Cognition The EMIL-A architecture [Andrighetto et al., 2007; Campenni et al., 2009;
Andrighetto et al., 2010]1 is a cognitive architecture to explore how agents’ mental abili-
ties may explain the acquisition of new norms. Reinforced candidate norms are identified
from observed normative information (represented as normative frame) that traverses dif-
ferent memory layers, representing the transition from short-term experiences to long-term
memory. Once established, normative beliefs are held in a Normative Board, along with
associated normative action plans. These internalized normative beliefs inform the agent’s
goal generation, decision-making and action planning. The previously discussed work by
Savarimuthu et al. [2010b] also proposed an architecture for agents to identify norms using
agents’ cognition abilities.

1Campenni et al. [2009]’s contribution is a notable extension of Andrighetto et al. [2010]’s work.
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2.2.4 Norm Spreading

Once a norm has been explicitly created or agents have identified it, the norm can start being
spread in the society. Among the different mechanisms that can serve this purpose, there
are leadership and entrepreneurship that we already encountered in the norm creation stage,
but also cultural and evolutionary mechanisms.

Culture and Evolution Cultural and evolutionary mechanisms have been considered in
[Boyd and Richerson, 1985; Chalub et al., 2006]. According to Boyd and Richerson [1985]
social norms can be propagated along three types of transmissions: vertical, horizontal
and oblique. Vertical relationships describe the intergenerational transmission of norms
by parents to offspring, whereas horizontal transmission occurs among peers of a given
generation. Oblique relationships combine the former two and describe the unidirectional
dissemination of norms by authority figures towards their contemporary subalterns. Ver-
tical relationships are constrained to the intergenerational sharing of norms which makes
them particularly applicable to evolutionary models such as Axelrod’s norm game [Axel-
rod, 1986]. Horizontal approaches assume a uniform social structure, which limits this ap-
proach to abstract group or society representations, as is the case for large parts of the norm
emergence work (e.g. [Sen and Airiau, 2007; Villatoro et al., 2011a; Mihaylov et al., 2014;
Airiau et al., 2014]; Section 4). The last relationship type lends itself well to model inter-
and intra-generational norm transmission for comprehensive society representations that
consider power and authority structures. Examples for this include Franks et al. [2014]’s
use of Influencer Agents to drive the norm convergence, or Yu et al. [2015]’s hierarchical
approach to information sharing.

Savarimuthu and Cranefield [2011] note that if cultural and evolutionary mechanisms
can explain how a norm is spread, they cannot answer the question of how a norm is inter-
nalized in the first place.

2.2.5 Norm Enforcement

The existence of a norm presupposes that such norm can be violated. Norm enforcement
mechanisms serve to deter agents from violating a norm. This can be done through pun-
ishment, via some mechanisms that negatively affect the reputation of a norm violator, or
again by affecting the agent’s emotions (for example, by instilling a sense of guilt in the
norm violator). Savarimuthu and Cranefield [2011] stress that norm enforcement can also
play a role in the spreading process of a norm. Observing the punishment of a norm violator
can either discourage other agents from violating that norm or identifying that norm, in case
it was not explicitly created.
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Sanctions The most well-known work on external sanctions is Axelrod [1986]’s norm
game that specifically explores the notion of metanorms, i.e. the sanctioning of non-sanc-
tioning observers of violations, to sustain a society’s norm.2 An essential challenge of
normative regulation (in artificial systems as in real life) is the balance of cost and effect
of sanctions, both to minimize the cost of enforcement, while maximizing the effect in
order to regulate behaviour effectively [Axelrod, 1986; Horne, 2001; Savarimuthu et al.,
2008a]. Mahmoud et al. [2012; 2015] refine Axelrod’s model by investigating the effect
of dynamic punishment, and ultimately propose an alternative to Axelrod’s evolutionary
approach based on individual learning to produce a model in which norms can stabilize
within a given generation.

In López y López [2002; 2003] a model where agents have goals and different per-
sonalities is developed. Punishments and rewards are considered only when they affect an
agent’s goals.

Reputation A positive or negative opinion about one agent from the interacting agents in
a society can play a substantial role in the norm compliance in a group of agents.

In Castelfranchi et al. [1998]’s and Younger [2004]’s models, ostracism is an implicit
result of reputation sharing, which leads to the exclusion of individuals from future interac-
tion. In particular, Castelfranchi et al. [1998]’s game reconsiders Conte and Castelfranchi
[1995b]’s stylized food-gathering society seen in Section 2.2.2, with the addition of norma-
tive reputation: agents learn the reputation of other agents, that is, they learn whether an
agent is normative or strategic (i.e. a cheater). However, in order to be profitable, the infor-
mation about cheaters must be communicated to other agents. In the context of multi-agent
systems Perreau de Pinninck et al. [2010] propose a distributed mechanism that affords the
isolation of violating nodes in the context of peer-to-peer applications. They evaluate its
properties for various network topologies.

Emotion Staller and Petta [2001] introduce an extension of the cognitive agent architec-
ture JAM [Huber, 1999] with components to augment the rational agent model with emotion
appraisal processes, an aspect considered essential to mediate any form of norm enforce-
ment [Scheve et al., 2006]. Fix et al. [2006] propose a model of normative agents that
include the display of emotional responses to normative actions. In this work the agents’
internal states are represented using reference nets [Valk, 1998], a variant of Petri nets.

2Axelrod’s contribution was impressive and extremely influential. However, it should be noted that Galan
and Izquierdo [2005] have shown that his results are not stable. When running many more simulations of
Axelrod’s model and for longer, opposite results can be obtained. As the authors also stress, one should not
forget that their analysis required computational power which was not available when Axelrod proposed his
model.
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2.2.6 Norm Emergence

Once a norm has spread across a certain proportion of the society (according to different
simulation results, the minimum required is a third of the population), it is said that the
norm has emerged. This implies that a significant proportion of the population recognizes
and follows that norm. It is worth noticing, however, that such process can be reverted. A
norm may lose its appeal in a group and is hence either abandoned, replaced or modified by
a competing one.

No specific category of empirical work on norms is associated with norm emergence.
However, there is one category whose impact is notable across all stages of norm develop-
ment. This is the consideration of network topology, as described in the Transmission part
in Section 2.3.2.

2.2.7 Discussion

Savarimuthu and Cranefield [2011]’s life cycle model is an extension of the life cycle intro-
duced by Finnemore and Sikkink in [Finnemore and Sikkink, 1998]. There are, however,
two main differences.

The first one is that, whereas Finnemore and Sikkink’s model was thought for human
societies, Savarimuthu and Cranefield direct their attention to normative multi-agent sys-
tems and to simulation studies of norms using software agents. The second difference is
that Savarimuthu and Cranefield not only capture two additional steps in their model, but
also that for each phase, they consider more mechanisms.

2.3 Model 3: Hollander & Wu

2.3.1 Overview

To date, the most complex norm life cycle model has been proposed by Hollander and Wu
[2011b]. Their model refines the ones initially introduced by Finnemore and Sikkink [1998]
(Section 2.1) and Savarimuthu and Cranefield [2011] (Section 2.2), resulting in a total of ten
normative processes, namely creation, transmission, recognition, enforcement, acceptance,
modification, internalization, emergence, forgetting, and evolution. In contrast to the earlier
models, Hollander and Wu identify three superprocesses (enforcement, internalization, and
emergence) that combine elementary processes and characterize their high-level function.
Note that the superprocess labels are borrowed from the most essential elementary process
out of all processes they combine. A further novelty is the interpretation of emergence as
an iterative process, and evolution as a metaprocess the authors refer to as “end-to-end pro-
cess” [Hollander and Wu, 2011b]. The schema in Figure 3 provides a systematic overview
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of the complete life cycle. Where existing, the superprocesses are represented as boxes com-
prising their elementary processes, with the corresponding superprocess label highlighted
in bold font. We will briefly outline the entire life cycle before introducing the individual
processes in greater detail.

Figure 3: Hollander and Wu’s Norm Life Cycle Model

Initially, potential norms are explicitly created, before being transmitted to the wider
society, and rely on recognition and enforcement processes (captured in the superprocess
enforcement) to promote their adoption. The superprocess internalization involves the deci-
sion whether to accept a norm, potentially modifying it, and finally, internalizing it, and thus
becoming an enforcer of the norm itself. The subsequent cyclic reinforcement of the norm,
including transmission, enforcement and internalization (tagged emergence), determines
whether the initial potential norm becomes a norm. If attaining normative status, norms
undergo a continuous refinement that requires reiteration through the elementary processes
to gain salience. Any norm modification, such as the adaptation to new circumstances, im-
plies that some normative content is forgotten. Swipe-card payments for bus services, for
example, make it increasingly permissible for individuals to enter buses through arbitrary
doors, instead of requiring the traditional entry through specific doors for payment. Con-
trasting the gradual forgetting of normative content, norms can be superseded by alternative
norms, in which case the original norm is forgotten in its entirety. For example, over the
past decades in many Western countries the general tolerance towards smoking in public
places has been progressively replaced with general rejection.

In the following, we will discuss selected processes in greater detail and contextualize
those with the earlier life cycle models as well as recent developments.

2.3.2 Life Cycle Processes

Creation Similar to Savarimuthu and Cranefield [2011] , Hollander and Wu acknowl-
edge that norm creation involves a wide range of different processes, including methods
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found in the natural world [Boella et al., 2008; Finnemore and Sikkink, 1998; López y
López et al., 2007; Savarimuthu and Cranefield, 2009] , such as spontaneous emergence
from social interaction, decree by an agent in power, or negotiation within a group of
agents. However, in the context of work on NorMAS, Hollander and Wu identify two pri-
mary methods of norm creation, namely off-line design [Conte and Castelfranchi, 1995a;
Shoham and Tennenholtz, 1995] and autonomous innovation [Hollander and Wu, 2011b].
While off-line design assumes that experimenters create the norms a priori and inject those
into instantiated agents, autonomous innovation (akin to ‘on-line design’) assigns the role
of norm creation to agents themselves.

Notable works in the area of off-line design include Shoham and Tennenholtz [1995]
and Conte and Castelfranchi [1995b], as already discussed in Section 2.2.2.

Autonomous innovation covers a broader range of approaches, ranging from the adop-
tion of specific strategies to the challenging problem of ideation, namely giving agents the
ability to produce novel ideas without external input.

In contrast to previous models’ norm creation mechanisms in the form of norm leader-
ship/entrepreneurship (see Sections 2.1 and 2.2), Hollander and Wu [2011b] identify two
types of mechanisms used for autonomous innovation, namely:

• Game-theoretical and machine learning approaches (e.g. Sen and Airiau [2007] ,
Mukherjee et al. [2007], Perreau de Pinninck et al. [2008], Urbano et al. [2009], Sen
and Sen [2010], Savarimuthu et al. [2010b]), and

• Cognitive approaches (e.g. Savarimuthu et al. [2010b], Andrighetto et al. [2007]).

Even though many models use a combination of those mechanisms,3 their application
tends to serve distinctive purposes. Game-theoretical approaches emphasize the identifica-
tion of optimal strategies from a set of given strategies, thus representing an incremental
step from off-line design towards autonomous norm innovation. Machine learning is gener-
ally used in conjunction with game-theoretical approaches, mostly to represent a notion of
memory (e.g. Sen and Airiau [2007], Mukherjee et al. [2007]).

Essential work that combines game-theoretical and machine learning approaches is the
research field of norm emergence or convention emergence. This field concentrates on the
identification of factors that promote high convergence levels for norms within the observed
society. While decision-making itself is modelled as some form of game (with ‘rules of the
road’ [Shoham and Tennenholtz, 1995] as the preferred coordination game), agent compo-
nents such as memory are represented using machine learning (commonly reinforcement

3Examples for combining game-theoretical and machine learning approaches are provided by Sen and
Airiau [2007] and Mukherjee et al. [2007]; an example for the combined use of machine learning and cognitive
approaches is Savarimuthu et al. [2010b]’s work.
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learning in the form of Q-learning [Watkins and Dayan, 1992]). Depending on the aspect of
interest, the model is augmented with additional mechanisms to investigate the influence of
memory (e.g. Villatoro et al. [2009]), characteristics of network topologies and structural
dynamics (e.g. Savarimuthu et al. [2007], Villatoro et al. [2009], Sen and Sen [2010],
Villatoro et al. [2013]), norm transmission mediated by social learning (e.g. Sen and Airiau
[2007], Mukherjee et al. [2007; 2008], Airiau et al. [2014]), as well as adaptive sanctioning
(e.g. Mahmoud et al. [2012; 2015]).

Sen and Airiau [2007], for example, let agents engage in social interaction in the context
of the ‘rules of the road’ scenario (described in Section 2.2), in which cars approach an
unregulated intersection and have to identify an optimal coordination mechanism, such as
‘yield to the right’, and prevent deadlocks (both cars yield) or collision.4 Agents memorize
past encounters and adjust their behaviour based on the success of their action. As part
of their evaluation, Sen and Airiau explore different population sizes, action spaces and
learning algorithms to show how agent societies can autonomously arrive at stable norms.

Further approaches investigate the influence of hierarchical structures on the distribution
of norms (e.g. Franks et al. [2013; 2014], Yu et al. [2013; 2015]).5

While work in the area of norm emergence concentrates on the interactions and cor-
responding macro-level outcomes, cognitive approaches concentrate on the mechanics of
normative agent architectures. Cognitive norm architectures contextualize perceived be-
haviour with existing beliefs to infer normative content and/or consider normative beliefs in
their deliberation process. Approaches of this kind generally consider more complex forms
of learning. They further invoke semantically rich norm representations and processes that
come closest to what we can describe as ideation [Ehrlich and Levin, 2005], i.e. proposing
behaviours that potentially qualify as normative, and selectively filtering those.

Representative works that apply cognitive approaches include the Beliefs-Obligations-
Intentions-Desires (BOID) architecture [Broersen et al., 2001; Broersen et al., 2002] which
extends the widely adopted Belief-Desire-Intention (BDI) architecture [Bratman, 1987; Rao
and Georgeff, 1995] with an obligation component that preempts the goal generation and
prioritizes the individuals’ obligations. In this approach, obligations are statically embedded
in an agent’s belief base.

While BOID emphasizes normative reasoning, alternative approaches propose mecha-
nisms to facilitate norm identification and decision-making, along with the involved micro-
/macro-level interaction, as in the cognitive architecture EMIL [Andrighetto et al., 2007;
Campenni et al., 2009; Andrighetto et al., 2010] , that extends the BDI concept with the
ability to acquire new norms, which we discussed in Section 2.2.3.

Cognitive approaches such as Savarimuthu et al. ’s norm identification frameworks for
4We will come back to this scenario in greater detail in Section 4, given of its relevance in the area of norm

synthesis.
5We will discuss the field of norm emergence in more detail in Section 4.
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obligation [Savarimuthu et al., 2010b] and prohibition norms [Savarimuthu et al., 2013a]
rely on notions of machine learning to afford realistic agent representations [Savarimuthu
et al., 2011; Ossowski, 2013]. Further examples for the combined use of cognitive and
machine learning components include the identification of normative content from action
and/or event sequences (e.g. Savarimuthu et al. [2010a]), the implementation of alternative
learning mechanisms beyond experiential learning or ‘learning by doing’, such as social/ob-
servational learning [Bandura, 1977] as applied by Epstein [2001], Hoffmann [2003], as
well as Sen and Airiau [2007]. Another combined use of cognitive and machine learning
is to facilitate the use of direct communication (e.g. used by Verhagen [2001] as well as
Walker and Wooldridge [1995]).

Transmission The norm transmission process in Hollander and Wu’s model (equivalent
to the spreading process in Savarimuthu and Cranefield [2011]’s model), considers three
components that characterize how information is spread. Those include:

• the nature of Agent Relationships,

• the applied Transmission Techniques, and

• the underlying Network Structure.

Agent Relationships Similar to Savarimuthu and Cranefield [2011], Hollander and Wu
share Boyd and Richerson [1985]’s observation of relationship types as either being vertical,
horizontal or oblique, an aspect we discussed in the context of Savarimuthu and Cranefield’s
model (Section 2.2.4).

Transmission Techniques Beyond the identification of relationships, Hollander and Wu
[2011b] identify two transmission techniques for norms, the first being active transmission
in which norms are actively broadcast throughout the relationship networks. Alternatively,
agents can use passive transmission and absorb perceived normative information. Exam-
ples of mechanisms to facilitate active transmission include direct communication, whereas
observation of the social environment (on the part of a norm recipient) is an example of
passive transmission.

In most simulation works, active transmission is used to convey normative content by
direct communication or in the form of sanctions. Examples include Hoffmann [2005] ,
who uses proactively communicating norm entrepreneurs to promote convergence, as well
as the previously mentioned work by Franks et al. [2013], or Yu et al. [2010; 2015]’s use
of supervisors to model hierarchical communication between networked multi-agent sys-
tems. Further examples from the sociological domain include Castelfranchi et al. [1998]’s
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and Younger [2004]’s society models that rely on reputation sharing for the purpose of pro-
moting cooperation.

Examples of passive communication are used to represent notions of imitation or social
learning. Examples include Verhagen [2001]’s work on norms learning, as well as the work
on the impact of social learning on norm convergence (e.g. Nakamaru and Levin [2004],
Sen and Airiau [2007], Airiau et al. [2014]) and synthesis (e.g. Frantz et al. [2015]). An
example of the use of passive transmission in social scenarios is Flentge et al. [2001]’s
representation of imitation by copying memes from successful neighbours.

Network Structure The third aspect of norm transmission is the nature of the underlying
connectivity structure that acts as an information transport medium. Depending on the
objective, the connectivity structure is conceived as a multi-dimensional grid environment
or as network topology of varying complexity.

In grid environments, agents are stationary or mobile, and observe agents within their
specified neighbourhoods, and can, depending on their neighbourhood configuration, per-
ceive adjacent cells. Agents’ grid environments are generally modelled as von Neumann
neighbourhoods – in which agents can sense orthogonally adjacent cells – or Moore neigh-
bourhoods – in which agents can sense all adjacent cells.

The modelling of norm transmission via network structures permits the configuration
of more complex relationship networks, with network topologies of equal degrees of con-
nectedness (e.g. as fully connected networks), as well as random connectivity (random
networks [Erdős and Rényi, 1959]). Alternatively, networks can display varying degrees
of connectedness, such as small world networks [Watts and Strogatz, 1998] that simulate
sparse links between communities characterized by dense internal connectedness. Scale-
free network topologies [Barabási and Albert, 1999] work on the far end of the spectrum
and produce a structure characterized by power law distributions, with individuals being
centred around densely-connected hubs.

In analogy to the stationary or mobile configuration in a grid environment, a further
important aspect is whether network topologies are static or dynamic at runtime. Effects of
complex network topologies on norm emergence have been explored by Zhang and Leezer
[2009] , Franks et al. [2014] , and Sen and Sen [2010] . Villatoro et al. [2009] put
specific emphasis on the interaction between memory size and the chosen topology, whereas
Airiau et al. [2014] concentrate on the effect of social learning across different topologies.
Savarimuthu et al. [2007] and Villatoro et al. [2011a; 2013] explore the effect of dynamic
topologies on norm emergence.

Recognition In Hollander and Wu’s model, the processes creation and transmission are
followed by the superprocess enforcement that consists of the subprocesses recognition and
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enforcement (see Figure 3). Norm recognition is similar to Savarimuthu and Cranefield’s
account of norm identification and describes the agent’s ability to recognize the norms en-
acted in the observed society or group. Means to do so include communication with norm
participants (as is the case with human societies [Henderson, 2005]) as well as observational
learning. Similar to technological approaches in the context of norm creation, earlier mod-
els relied on off-line identification of agents as norm followers and deviants (e.g. Castel-
franchi et al. [1998] , Hales [2002] ), whereas recent models apply more sophisticated
mechanisms to identify norms, which include machine learning [Sen and Airiau, 2007;
Mukherjee et al., 2007; Savarimuthu et al., 2013b; Frantz et al., 2015] and/or cognitive
approaches [Savarimuthu et al., 2010b; Andrighetto et al., 2007]. Since the recognition of
norms may involve the observation of sanctions, it is closely related to enforcement.

Enforcement Norm enforcement describes the application of sanctions to stimulate ad-
herence to the normative content. Sanctions can be positive (in the form of rewards) or
negative in nature and can further be differentiated by their source, that is whether they
originate from internal or external sources.

For this purpose Hollander and Wu differentiate three types of enforcements:

• Externally Directed Enforcement

• Internally Directed Enforcement

• Motivational Enforcement

Externally Directed Enforcement Externally directed enforcement describes sanction-
ing by an outside observer that witnesses and reacts to a norm violation or an agent’s refusal
to accept a transmitted norm (e.g. a follower rejecting a leader’s imposed norm) [Flentge et
al., 2001; Galan and Izquierdo, 2005; Savarimuthu et al., 2008b].

Applied sanctions can be of economic nature (e.g. reducing or limiting access to re-
sources), affect the violator’s reputation (e.g. shunning, ostracism) [Axelrod, 1986; Castel-
franchi et al., 1998; Hales, 2002; Younger, 2004] (as seen in Section 2.2.5), or prevent it
from propagating deviance to others (e.g. by preventing procreation in the case of vertical
norm transmission [Flentge et al., 2001]) [Caldas and Coelho, 1999].

The prototypical example for external sanctions is Axelrod’s norm game [Axelrod,
1986], as discussed in Section 2.2.5 in the context of Savarimuthu and Cranefield’s life
cycle model.

Internally Directed Enforcement Sanctions of internal origin rely on an individual’s
self-enforcement triggered by the violation of internalized norms. The prototypical mecha-
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nism for internally motivated norm enforcement is the activation of emotions (discussed in
greater detail in Section 2.2.5).

Motivational Enforcement Hollander and Wu further identify the notion of motivational
enforcement, which is essentially a special case of internally directed enforcement. It de-
scribes the implicit commitment of all individuals to follow system-wide norms if they
are aligned with an individual best interest, an aspect understood as conventions [Lewis,
1969]. A classical example is the convention of uniform road side use: the precise strat-
egy (i.e. whether to drive on the left or right side) is secondary to the complete acceptance
and internalization by the society since unilateral deviation produces suboptimal outcomes
(i.e. accidents caused by ghost drivers).

Internalization Processes that are essential for norm emergence in Hollander and Wu’s
model are associated with the superprocess norm internalization. Hollander and Wu differ-
entiate between Acceptance, Modification, and Internalization (as the terminating subpro-
cess of the superprocess Internalization).

The acceptance of enforced norms is the starting point for the internalization of norms
by individuals and decisive for the emergence of norms, since individuals either decide
to accept or reject socially imposed norms based on the compatibility with their personal
beliefs, desires and intentions. Possible outcomes are the acceptance of a new norm, the
substitution of an existing conflicting norm, or its rejection. Acceptance is operationalized
as some form of cost-benefit analysis [Meneguzzi and Luck, 2009].

If agents decide to accept norms, their integration into the internal cognitive structures
requires the transformation of norms from an objectified outside perspective to a subjective
representation that involves an individual’s biases, inaccuracies of perception, etc. This
potentially leads to a modified understanding of that norm, an aspect that affects the norm
during its further progression in the life cycle.

Finally, the accepted and potentially modified norm is internalized by the receiving
agent. Compared to the other stages of the norm life cycle, this process has found limited
explicit attention. In most applications, individuals simply adopt the accepted norms with-
out further refinement or adaptation. From a motivational perspective, this is compatible
with measures that suggest that the absence of external pressures is indicative of complete
norm internalization [Epstein, 2001]. However, this view only accounts for subsequent
norm adherence, but cannot explain violations further down the track. Refined approaches
evaluate the effect of the internalized norm and on the decision-making process. An impor-
tant example is Verhagen [2001]’s work, in which agents seek increasing alignment with
their associated group by comparing and internalizing corresponding action probabilities.
Alternatively, as done in the BOID architecture [Broersen et al., 2001], internalized norms
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can be maintained separately from personal strategies and activated selectively depending
on situation-specific autonomy values [Broersen et al., 2002].

In their original survey, Hollander and Wu [2011b] highlighted the limited explicit fo-
cus on internalization, especially in comparison to life cycle processes such as enforcement.
However, recent works in the area of NorMAS reveal more explicit treatments of internal-
ization, generally in the form of continuous probabilistic adaptation of strategy choices
based on reinforcement learning (e.g. Salazar et al. [2010], Villatoro et al. [2013], Franks
et al. [2014], Airiau et al. [2014], Frantz et al. [2014b; 2015], Yu et al. [2015]), or by using
thresholds for the adoption of new strategies (e.g. Hollander and Wu [2011a], Mihaylov
et al. [2014] ). In Section 2.6 we provide a comprehensive overview of internalization
mechanisms used in works on normative multi-agent systems.

Emergence In contrast to all earlier models, Hollander and Wu conceive emergence as
a dynamic macro-level process that describes a cyclic iteration involving the transmission
of the internalized norm to new participants. This is followed by enforcement (based on
the subprocesses Recognition and Enforcement) to drive the internalization (composed of
subprocesses Acceptance, potential Modification, and Internalization) of the norm by new
subjects, who themselves participate in the spreading of the norm – ultimately leading to
the norm’s emergence as a macro-level phenomenon. This emergence understanding is
aligned with Savarimuthu and Cranefield’s, who interpret emergence as the final stage of the
norm life cycle, but do not explicitly reflect the cyclic reinforcement of norms by reiterating
through the formation stage. Finnemore and Sikkink’s life cycle model maintains a different
emergence interpretation and associates emergence with the micro-level creation of a norm,
e.g. via entrepreneurship, before sharing and penetrating the wider society.

The exploration of emergence characteristics is strongly tied to the applied modelling
technique. Game-theoretical approaches evaluate emergence by identifying stabilising strat-
egy choices (equilibria) chosen from a set of given alternative strategies. The dominant
strategy choice is then interpreted as the emergent norm (see e.g. Axelrod [1986], Mukher-
jee et al. [2007], Zhang and Leezer [2009]). Since agents are represented as structurally
uniform selfish rationalizers with a minimal action repertoire, the exploration is focused
on macro-level outcomes. Cognitive approaches, on the other hand, do permit a macro-
level observation of specific norms, but furthermore, allow a more realistic reconstruction
of micro-level processes. This includes detail and diversity of individuals’ cognitive struc-
tures, the precise level and nature of enforcement (see e.g. Caldas and Coelho [1999] ,
Savarimuthu et al. [2008b]), the use of richer norm representations, diverse action sets, and
a variety of norm learning mechanisms (e.g. based on experiential learning, social learning
and direct communication) [Savarimuthu et al., 2011].

Models can further address infrastructural aspects, such as the impact of different con-
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nectivity structures on normative outcomes. Related findings suggest that scenarios in which
normative behaviour is transmitted from neighbours (e.g. in grid environments) tend to re-
sult in the dominance of a single norm, whereas individualized learning promotes the emer-
gence of diverse normative configurations [Boyd and Richerson, 1985; Boyd and Richerson,
2005; Nakamaru and Levin, 2004]. While the application of network structures can lead to
stronger normative diversity, experimental results suggest that the impact of the actual net-
work topology is secondary to its dynamic nature (as opposed to static networks) [Bravo et
al., 2012]. However, the convergence of conventions (and emergence of local subconven-
tions) can be controlled by maintaining links to distant nodes [Villatoro et al., 2009].

Forgetting & Evolution In contrast to the earlier models by Finnemore and Sikkink as
well as Savarimuthu and Cranefield, Hollander and Wu are the first to complete the norm
life cycle by explicitly considering the process of Forgetting. In this conception forgetting
is essential to sponsor the evolutionary refinement of norms, since continuously changing
norm contexts may render existing norms irrelevant. An example is the normalized use of
smart devices in education, with proactive integration of social media platforms such as
Facebook into the learning environment. This is in opposition, or at least in competition,
to traditional norms that ban the use of mobile devices in classroom environments. Once
forgotten, norms make space for new norms that are better adapted to environmental needs,
which constitutes the end-to-end process that closes the evolutionary loop of the norm life
cycle.

2.3.3 Discussion

As mentioned at the outset of this section, this model proposed by Hollander and Wu in-
troduces the to date most comprehensive life cycle model. The model not only considers
abstract high-level processes (superprocesses), but decomposes those into elementary pro-
cesses that capture large parts of contemporary research and, beyond this, identify gaps in
normative agent architectures (such as the explicit consideration of Norm Acceptance) to
produce more comprehensive representations of human reasoning processes. In addition
to the fine-grained nature, this model further deviates from the linear operation of previ-
ous models by identifying emergence as a metaprocess that links individual processes and
results in a continuous iteration through elementary processes. Beyond the ‘completion’
of the life cycle by considering the abandoning of norms, a further essential novelty is the
consideration of norm evolution as a continuous process that affords both the modification
and the substitution of norms over time.
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2.4 Model 4: Mahmoud et al.

Overview The latest life cycle model has been proposed by Mahmoud et al. [2014b].
Similar to the earlier life cycle models developed in the context of NorMAS, their work
is based on a comprehensive literature review, both considering individual works as well as
previous life cycle models. In contrast to Hollander and Wu’s detailed model, their approach
identifies five core processes (Creation, Emergence, Assimilation, Internalization, Removal)
with a further decomposition of selected processes as shown in Figure 4. Since this model
has only been briefly described by the original authors themselves and strongly builds on
concepts introduced in the context of Hollander and Wu’s earlier, more detailed model, we
provide a concise overview at this stage, before discussing the novel contributions in more
detail.

Figure 4: Mahmoud et al.’s Norm Life Cycle Model

Processes The initial process, as with most other life cycle models is Creation, which
operates based on mechanisms described by Savarimuthu and Cranefield [2011], namely
off-line design, autonomous innovation and social power (see Section 2.2).

A central deviation from previous models is the process of Emergence, which Mahmoud
et al. decompose into two individual processes, Norm Enforcement and Norm Adoption.
The latter of those is further decomposed into the processes Norm Detection and Norm
Spreading. Unlike Hollander and Wu’s model, emergence is considered a sequential pro-
cess.

In Mahmoud et al. ’s model, Enforcement consists of direct and indirect sanctioning,
where direct sanctioning is the conventional application of reward or punishment, whereas
indirect sanctioning is reflected in an individual’s reputation and emotions (e.g. guilt).

The Adoption process is a composite process that consists of the spreading of new norms
and the detection of norms. The Spreading process captures the transmission directions
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outlined by Savarimuthu and Cranefield [2011] (vertical, horizontal and oblique). The De-
tection of new norms captures all forms of norm learning to identify new norms, including
imitation, social learning, case-based reasoning and data mining. The model further em-
phasizes the essential nature of network topologies to facilitate the spreading of norms, in-
cluding the differentiation of static and dynamic networks, but does not consider alternative
mechanisms such as sensing in grid-based environments.

Following the Emergence process, the model introduces a novel Assimilation process.
The authors follow Eguia [2011]’s definition of assimilation “as the process in which agents
embrace new social norms, habits, and customs, which is costly but offers greater opportu-
nities” ([Mahmoud et al., 2014b], p.15). In their conception, assimilation involves deciding
whether to adopt new social norms by trading off associated costs and benefits.

This process is followed by the Internalization process that, similar to Hollander and
Wu’s conception, includes the Acceptance, Transcription and Reinforcement of the newly
acquired norm, with the purpose of embedding it in the agent’s behaviour.

The final Removal process is equivalent to Hollander and Wu [2011b] ’s process of
forgetting norms. The purpose is the removal of obsolete norms, as well as being an implicit
consequence of norm modification. Mahmoud et al. further adopt an unspecified end-to-
end process that links Removal and Creation, possibly implying the evolutionary process
introduced by Hollander and Wu.

Discussion The model by Mahmoud et al. breaks the trend of proposing progressively
more detailed models and attempts to identify the essential processes instead. This con-
densed conception produces an incoherent understanding of the norm life cycle and seman-
tic ambiguities, the causes of which we will explore in the following section.

Despite the authors’ awareness of previous models, in this model emergence only con-
siders the enforcement and adoption of norms (which captures aspects such as spreading
and detection), but does not consider the internalization of norms essential for their emer-
gence. How norms can emerge without being internalized is left unexplained. This leaves
unclear whether internalization is implied as part of the Adoption process that concentrates
on spreading and detection of norms. If this were the case, this would produce an ambiguous
understanding of the subsequent internalization process.

A similar problem relates to the novel Assimilation process, which represents the au-
thors’ own substantive contribution [Mahmoud et al., 2014a] to the field of NorMAS. Since
assimilation describes the process of deciding whether to adopt given norms, it is unclear
in how far this is different from the Acceptance process that is part of norm internaliza-
tion [Mahmoud et al., 2014b], or if it is meant to replace the acceptance component of
internalization. The authors’ related contribution [Mahmoud et al., 2014a] discusses the
assimilation of norms in heterogeneous communities and suggests that the norm internal-
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ization itself is a subprocess of norm assimilation, an aspect that is not reflected in the
sequential organisation of both processes in the life cycle model (see Figure 4). The inspec-
tion of the authors’ related work suggests that assimilation not so much describes a norm-
centred life cycle process. Instead, it characterizes an agent’s capability since it describes
the ability and willingness of agents to integrate into their social environment [Mahmoud et
al., 2014a], which entails the adoption of norms, customs, habits, etc.

Overall, the model attempts to rationalize the existing norm life cycle models, leading
to a refined but insufficiently specified and contextualized life cycle model, specifically with
respect to the emergence process as well as the novel assimilation component – aspects that
challenge its coherence and, in consequence, applicability.

2.5 Comprehensive Literature Overview

In the previous sections, we introduced the most relevant life cycle models known in the lit-
erature and discussed associated significant contributions. Table 1 integrates the mentioned
literature into a comprehensive chronological overview that spans across selected life cy-
cle processes.6 Whereas the process characteristics of creation, identification, spreading,
and enforcement are based on the criteria and approaches discussed in the context of the
individual life cycle models (specifically in Sections 2.2 and 2.3), this overview puts partic-
ular focus on capturing internalization mechanisms and emergence characteristics, both of
which have found limited recognition in previous surveys.

Earlier works on norm internalization apply the specification of norms at design time,
which occurs in conjunction with off-line norm creation (which we labelled ‘embedded’).
However, in the majority of contributions, the adoption and internalization of norms gener-
ally occur unreflected (labelled ‘immediate’). In more recent approaches, we can observe a
shift towards more continuous internalization of norms based on observation (‘social learn-
ing’) as well as probabilistic or threshold-based adoption based on sustained reinforcement
(‘threshold-based learning’, ‘Q-learning’).

Another category that is characterized by a range of varying, often scenario-depen-
dent measures is the notion of emergence. Examples include convergence thresholds on
shared equilibrium strategies in the case of coordination games. In alternative approaches
emergence refers to the alignment of sets of norms, both including crisp (e.g. Campenni et
al. [2009], Andrighetto et al. [2010], Griffiths and Luck [2010]) and fuzzy set conceptions
(e.g. Frantz et al. [2014b; 2016]), or the identification of a shared normative understanding,
e.g. by election (Riveret et al. [2014]) or by generalization (Frantz et al. [2015]). Another
group of approaches interpret emergence as the convergence on shared conceptualisations
of lexica (e.g. Salazar et al. [2010], Franks et al. [2013]).

6This overview refines and extends an earlier survey produced by Savarimuthu and Cranefield [2011].
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2.6 Systematic Comparison of Norm Life Cycle Models

To this stage, we have introduced a diverse set of life cycle models along with associated
contributions, but have yet to relate those systematically. Finnemore and Sikkink [1998]
’s model (Section 2.1), proposed in the field of international relations, identifies three pro-
cesses in a norm’s life, starting with its explicit creation (Emergence), its spreading (Cas-
cade), leading to wide-ranging adoption (Internalization). In contrast to all other models,
their model looks at states as central players and emphasizes the long-term perspective of
normative change (e.g. embedding the changing societal normative view in professional
ethics).

The remaining three ones are products of systematic reviews of contemporary research
in the area of NorMAS, an approach spearheaded by Savarimuthu and Cranefield [2011]
. Their model (Section 2.2) provides a refined account of the beginning of a norm’s de-
velopment, with a particular focus on the initial formation and propagation. Their model
interprets emergence as an outcome measure and does not include a long-term perspective
on norms, such as their decay and substitution over time.7 However, since their model is
grounded in a systematic review of existing works, this does not indicate a principle short-
coming of the model, but rather reflects the contemporary state of the research field.

Hollander and Wu [2011b]’s model (Section 2.3) provides the most comprehensive ac-
count of norms’ life cycles, and, similar to Savarimuthu and Cranefield’s grouping of pro-
cesses into stages, identifies essential superprocesses that are composed of refined subpro-
cesses. Their model goes beyond previous accounts and proposes processes that are only
weakly reflected in literature, thus identifying presumed research gaps. The most important
contribution of their model is the recognition of cycles of recurring processes, an example
of which is the characterisation of norm emergence as a reiteration of transmission, enforce-
ment and internalization. The second essential contribution is the integration of a long-term
perspective on normative change, which they reflect as an evolution process.

Finally, Mahmoud et al. [2014b] (Section 2.4) describe a model that condenses the
number of relevant processes of the normative life cycle to five. Their model puts specific
emphasis on norm assimilation, i.e. an individual’s decision whether to accept (and subse-
quently internalize) a given norm. They further decompose the emergence process into en-
forcement and adoption (which in itself consists of the processes Norm Spreading and Norm
Detection). Similar to Finnemore and Sikkink, as well as Savarimuthu and Cranefield, Mah-
moud et al. conceive a linear norm life cycle; they do not consider iterative processes.

An aspect that challenges the systematic comparison of all four models is not only the
varying level of detail, but the observable terminological ambiguity. In the different life cy-
cle models the sharing or spreading of norms is selectively captured by the terms ‘cascade’
(Finnemore and Sikkink), ‘spreading’ (Savarimuthu and Cranefield, Mahmoud et al.), and

7They consider those as part of a refined set of life stages in later work [Savarimuthu et al., 2013b].
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‘transmission’ ( Hollander and Wu ). A further notable example is the norm ‘identifi-
cation’ ( Savarimuthu and Cranefield ) that is alternatively characterized as ‘recognition’
(Hollander and Wu) or ‘detection’ (Mahmoud et al.).

Beyond those synonyms, the specific processes in different models have semantic over-
lappings. To facilitate a systematic comparison of content and semantic relationship, in
Figure 5 we provide an overview of all life cycle models, with individual processes roughly
aligned by semantic relationship. Process labels are formatted and grouped to reflected their
nature and importance in the respective life cycle model:

• Savarimuthu and Cranefield differentiate between individual processes and stages.
Consequently, the life cycle stage names are held in bold font.

• Hollander and Wu’s superprocess labels are held in bold font. The emergence and
evolution processes are further explicitly included in the schematic overview.

• Mahmoud et al.’s model composes the emergence process from two elementary pro-
cesses and is thus held in bold font, along with all further processes of the same
conceptual weight.

Dotted lines indicate the semantic relationships between individual processes of the
corresponding life cycle models. For example, Finnemore and Sikkink ’s Cascade pro-
cess combines components of Savarimuthu and Cranefield’s Spreading and Enforcement
processes.

Despite the diversity of norm life cycles, the systematic review of all models reveals
clusters of processes that have similar or identical functions (identified as solid horizontal
lines in Figure 5). We can generalize four such clusters, or phases, of norm life cycles, and
label those by complementing the labels of the initial two life cycle stages in Savarimuthu
and Cranefield [2011]’s model:

• Formation – Processes associated with the creation and inference of norms

• Propagation – Processes associated with the communication of norms

• Manifestation – Processes associated with the general acceptance and entrenchment
of norms

• Evolution – Processes associated with the evolutionary refinement of norms

The identified phases correspond to the abstract phases proposed by Andrighetto et al.
[2013], namely Generation, Spreading, Stability and Evolution, an aspect that supports the
semantic process clusters proposed above. Our terminological choice is driven by the goal
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Figure 5: Schematic Comparison of Discussed Norm Life Cycle Models

to comprehensively capture the semantics of associated processes of all discussed norm
life cycle models (e.g. operations associated with norm internalization extend beyond the
characterization of a norm as stable – see discussion below). In the following, we will use
the identified phases to compare and contextualize the norm life cycle models.

Phase 1: Formation All models identify norm creation as the initial life cycle step. In
contrast to all other models, Finnemore and Sikkink [1998] employ a different emergence
understanding. In their conception emergence entails the initial creation of a norm (which
Hollander and Wu [2011b] describe as “norm creation on a micro scale” [Hollander and
Wu, 2011b]), whereas life cycle models from the area of NorMAS (henceforth referred to
as NorMAS models) understand emergence as “norm establishment on a macro scale” [Hol-
lander and Wu, 2011b]. However, the underlying understanding of this initial phase – the
explicit creation of a norm – is identical for all models. Despite this uniform characteriza-
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tion, we label this phase as Formation in order to capture a more general understanding of
norm creation, widening the scope to approaches that do not rely on explicit norm creation
such as the identification of existing/unknown norms by observation, an aspect implicitly
captured by Savarimuthu and Cranefield’s notion of Norm Identification (which we discuss
in Section 4).

Phase 2: Propagation Following the creation, all models describe some sort of norm
communication, or propagation (Cascade, Spreading, Transmission, and Adoption). A spe-
cial case is Mahmoud et al. [2014b]’s Adoption process, which entails both norm spreading
and detection. All NorMAS models recognize a notion of norm identification (Identifi-
cation, Recognition, and Adoption), but have a varying sequential organisation. While
Savarimuthu and Cranefield’s early allocation of norm identification is driven by the un-
derstanding that agents need to identify norms in their environment, all subsequent models
interpret it as a step that follows the transmission of a norm. Similarly, all NorMAS models
recognize enforcement as an essential determinant of a norm’s success.

Phase 3: Manifestation The propagation of norms is followed by their Internalization.
In Finnemore and Sikkink’s model that refers to the wide-ranging adoption of a norm within
society and its embedding in societal institutional structures. In addition to gaining stabil-
ity, at this stage norms thus manifest themselves in the social fabric which implicitly rein-
forces their persistence, constrains future action, but also limits the potential of competing
norms. Manifested norms can attain quasi-legal status, e.g. by shaping the codes of ethics
for specific occupations, which are subsequently absorbed into the discipline’s professional
training and practices. This understanding is compatible with Savarimuthu and Cranefield’s
Emergence interpretation, which represents the extent to which a norm is able to penetrate
the affected society.

While these first two models describe norm manifestation as a macro-level process, the
models of Hollander and Wu as well as Mahmoud et al. describe refined sets of micro-level
processes that lead to the internalization of norms. Hollander and Wu differentiate between
Acceptance, Modification, and Internalization, including the decision whether to adopt a
norm in the first place, and reflecting individual biases introduced during internalization.
Mahmoud et al. reduce those to two processes, namely Assimilation and Internalization.
As discussed in Section 2.4, the authors borrow the notion of Acceptance (which is identical
to Hollander and Wu’s Acceptance8), and consider it part of the Internalization process.

8“Norm acceptance is a conflict resolution process in which external social enforcements compete against
the internal desires and motivations of the agent. If the new norm is in conflict with existing norms and may lead
to inconsistent behaviours, or if the cost of accepting the new norm is too high, it will be rejected ...” [Hollander
and Wu, 2011b], paragraph 3.24.
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However, they introduce a preceding Assimilation process9 (whose function is not clear,
since it is not sufficiently contrasted to Acceptance) and Internalization. At the end of
this manifestation phase, all models assume that individuals have embraced the promoted
norms.

Phase 4: Evolution The fourth phase which we tag Evolutionary Phase is only reflected
in the later life cycle models which introduce the processes Forgetting and Removal that
reflect the end of the normative life cycle. However, more important than their function
to ‘complete’ the norm life cycle is their role as starting point for an evolutionary process
(as introduced by Hollander and Wu [2011b]; Section 2.3) in which norms are refined or
substituted by more relevant or efficient norms; forgetting old norms is a by-product of
this evolutionary refinement and technical necessity to maintain efficient but also realistic
architecture implementations.

The ‘Special Case’ Emergence Only exception to the uniform organisation of processes
into general phases is the notion of emergence, which reflects the terminological ambigu-
ity surrounding this concept. Whereas Finnemore and Sikkink’s micro-level interpretation
of emergence is associated with the Formation Phase, Mahmoud et al. see the Propa-
gation Phase with the processes of Enforcement and Adoption as decisive for emergence.
Hollander and Wu see emergence as an iterative process that spans across Formation and
Manifestation Phase. Savarimuthu and Cranefield associate emergence with the third phase
of norm manifestation and interpret it as a result of Formation and Propagation.

We believe that Hollander and Wu’s cyclic representation represents the most accurate
characterisation of the emergence process, since it links the macro-level emergence process
with the underlying propagation and internalization processes, an aspect we will revisit
in the context of proposed refinements (see Section 2.7). Savarimuthu and Cranefield’s
interpretation as outcome measure only reflects a quantifiable macro-level phenomenon, but
does not maintain its relationship to the underlying processes that produce it. Mahmoud et
al. inherently rely on propagation processes to determine a norm’s emergence. Their model
neither considers the cyclic nature of emergence nor does it consider the internalization of
norms as a precursor for their further spread (see discussion in Section 2.4).

Norm Life Cycle Models and Levels of Analysis Comparing the individual models
leaves the general impression that later models (with exception of Mahmoud et al.) are
increasingly detailed and comprehensive. However, while this observation is warranted, it
rather reflects the operational levels the life cycle models represent. Finnemore and Sikkink’s,

9“[Norm assimilation is] ... the process in which agents embrace new social norms, habits and customs,
which is costly but offers greater opportunities.” [Mahmoud et al., 2014b], p.15 with reference to Eguia [2011].
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as well as Savarimuthu and Cranefield’s models, describe the adoption and implementation
of norms on the macro level, i.e. group or society level. This is well captured in Finnemore
and Sikkink’s understanding of internalization as the process of embedding the norm in a
society’s social structures and institutions. Similarly, Savarimuthu and Cranefield describe
emergence as a macro-level outcome that describes the adoption of a norm across the wider
society. Hollander and Wu’s model introduces a shift from the macro-level norm perspec-
tive to an individual-centred micro-perspective, an aspect that is particularly apparent in the
elementary processes they describe in the context of the establishment phase. Micro-level
processes include Acceptance (the decision whether or not to accept norms), Modification
(the modification of norms during internalization based on individual biases), and finally
Internalization, which describes an individual’s integration of norms into its existing belief
structure. Only the subsequent Emergence and Evolution processes operate on the macro
level, since they shift the perspective from individual to society level. Mahmoud et al. ’s
model similarly emphasizes individual-level processes such as Assimilation and Internal-
ization, which they decompose into operational steps that are similar to Hollander and Wu’s
processes (Mahmoud et al.: Acceptance, Transcription, Reinforcement; Hollander and Wu:
Acceptance, Modification, Internalization). In both models forgetting and removal of norms
emphasizes a micro-level operation and is considered a technological necessity (in the light
of limited computational resources), but obscures the macro-level function of facilitating an
evolutionary refinement [Hollander and Wu, 2011b] of the normative landscape.

Understanding the different operation levels of the introduced models is helpful, since
it allows their selective consultation. For the modelling and analysis of macro-level phe-
nomena, the use of Savarimuthu and Cranefield’s model may provide sufficient conceptual
backdrop, whereas detailed cognitive agent models will find the most comprehensive struc-
tural blueprint in Hollander and Wu’s model, with other models providing even higher levels
of abstraction (Finnemore and Sikkink) or varying emphasis of individual-level processes
(Mahmoud et al.).

2.7 General Norm Life Cycle Model

As a result of reviewing the existing life cycle models and their respective biases, we pro-
pose a general life cycle model that harmonizes various inconsistencies of the introduced
approaches (e.g. micro- vs. macro-level operation, emergence understanding), but also ad-
dresses explicit conceptual omissions that are of increasing importance in recent develop-
ments (see Sections 3 and 4).

As such, the proposed general norm life cycle model introduces five essential revisions,
which we discuss in the following:

• Distinction between micro-level processes and macro-level phenomena
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• Norm Identification as an alternative life cycle entry point (in addition to explicit
norm creation)

• Enforcement as a dynamic process with norm emergence as a resulting phenomenon

• Norm Forgetting as by-product of norm evolution

• Potential norm modification throughout all life cycle processes

Distinction between Micro-Level Processes and Macro-Level Phenomena As discussed
in great detail in the previous Section 2.6, the existing norm life cycle models operate on
varying levels of abstraction, with the initial models identifying coarsely-structured pro-
cesses, whereas the latter two models describe processes of varying granularity (e.g. Hol-
lander and Wu’s end-to-end processes, superprocesses in addition to regular processes). We
propose a systematic distinction by separating the micro-level processes (e.g. Transmission,
Identification and Internalization) that find explicit representation in normative architec-
tures, from macro-level phenomena that arise from the cyclic operation of the underlying
processes. We believe that differentiating between a processual and phenomenological per-
spective on norms is useful to inform modelling considerations in different problem do-
mains, such as the engineering of a process-centric normative agent architecture, in contrast
to macro-level processes such as the emergence of norms within agent societies or their evo-
lution over time. However, at the same time, these perspectives should not be dissociated
in order to retain the links between the phenomena and the underlying processes. Norm
Emergence is thus a result of iterative Transmission, Identification, Internalization and En-
forcement processes. Norm Evolution extends across the entire norm life cycle, additionally
involving the inception of new norms (Norm Creation) as well as the forgetting of decaying
norms (Norm Forgetting).

Norm Identification as a Life Cycle Entry Point To date, the existing approaches as-
sume the explicit creation of a norm. Proposed mechanisms include norm leadership, en-
trepreneurship, autonomous innovation and social power. However, in reality, norms may
not necessarily be explicitly created, of unknown origin, but be rooted from behavioural
regularities based on individuals’ necessity to act in the first place (described as “urgency
of practice” [Bourdieu, 1977]). In principle, a situational strategy choice to coordinate
behaviour (e.g. chosen means of greeting, road-side choice) can emerge as self-enforcing
convention (without intentional explicit conceptualisation), before finding recognition as a
fully fledged norm.10 Previous works acknowledge the existence of natural emergence pro-

10Examples for works that showcase this characteristic (e.g. Morales et al. [2015a], Riveret et al. [2014],
Frantz et al. [2015]) are discussed in the context of the upcoming Section 4.
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cesses11 (Boella et al. [2008], Finnemore and Sikkink [1998], López y López et al. [2007],
Savarimuthu and Cranefield [2009]), but assume an explicit creation as the starting point of
the normative life cycle. We propose that a comprehensive norm life cycle should reflect the
unplanned inception of norms based on social interaction as a possible alternative starting
point of a norm’s life – in addition to the explicit creation.

Enforcement as a Dynamic Process A further aspect relates to the role of enforcement.
All NorMAS life cycle models represent enforcement as an explicit process that appears in-
dependent of notions such as spreading. However, enforcement itself can be interpreted as
a dynamic process that promotes the cyclic reinforcement of norms, leading to their spread
and thus their increasing adoption, producing emergence as an associated phenomenon
(as discussed in the previous paragraph). Some form of enforcement – whether implic-
itly (e.g. serving as a guiding role model or influence based on shared values) or explicitly
(e.g. by engaging in overt sanctioning) – is a prerequisite for the transmission of norms. In
this context, it is further important to note that enforcement does not carry a specific va-
lence, but can bear positive associations, such as providing a reward for a norm-compliant
employee, or represent an explicit punishment, such as humiliating an individual in front of
her reference group (e.g. an employee amongst fellow co-workers). Apart from such forms
of overt external enforcement, enforcement can further be directed at oneself (internal en-
forcement), reflected in emotions such as the “warm glow” [Andreoni, 1989] of compliance
(i.e. ‘doing the right thing’) or the guilt of violation (e.g. engaging in jaywalking despite
conventional compliance).

Whether implicit or explicit, positive or negative, internal or external, enforcement relies
on the prior internalization by the potential enforcer. This does not necessarily imply that
the enforcer applies this norm to her- or himself or even ‘believes’ in it. As such, individuals
can be tasked with the enforcement or feel pressured to defend norms they object to (such as
not engaging in jaywalking in the presence of bystanders). Similarly, not violating a norm
when facing the opportunity (without actively promoting it) can act as norm reinforcement.
An example for this is the rejection of a bribe, especially if the actor holds a role model
function (e.g. as a manager) [Hogg, 2001]. Conversely, the observation of violation by an
authority figure (e.g. taking a bribe) can accelerate norm erosion. Whether compliant or not,
essential for any positive or negative enforcement is some internalized conceptualization of
the enforced norm in order to make its compliance and violation detectable. Consequently,
we do not see emergence as a process in itself, but as a phenomenon that results from
a sustained cyclic reinforcement based on the transmission, identification, internalization,
and subsequent enforcement of norms, leading to their manifestation.

11Here emergence should be understood as the micro-level process of norm inception.

524



MODELING NORM DYNAMICS IN MULTI-AGENT SYSTEMS

Forgetting as a By-Product of Norm Evolution A final aspect relates to the notion of
forgetting. Hollander and Wu introduce forgetting as an end point of an evolutionary cycle
that affords a norms refinement. However, the conceptualisation as an ‘end-to-end process’
presents it as a sequential step in a series of processes. Similar to the conception of emer-
gence laid out before, we see evolution as a phenomenon that arises from the continuous
reinforcement of norms, their change during identification and internalization, as well as
their potential to become obsolete and ultimately forgotten. This process cannot be con-
ceived as sequential but operates concurrently, with newly identified norms gaining more
salience and potentially leading to existing norms’ adaptation or decay. Though forgetting
is an essential endpoint in the normative life cycle, it does not represent the starting point for
a continuously operating evolution process; ‘forgetting’ is a by-product of evolving norms.

Schematic Overview In Figure 6 we show a schematic overview of the proposed refined
norm life cycle that condenses elements of the previously introduced models, but incorpo-
rates essential revisions. We will briefly explore the processes in the following.

Figure 6: General Norm Life Cycle

As stated before, norms can either be explicitly created or identified at runtime (the
corresponding right-facing arrows in Figure 6 mark these life cycles starting points). If cre-
ated, norms are transmitted and identified.12 As mentioned above, identification is not only
initiated by transmission, but may involve the identification of an existing norm (e.g. by
observation). Once internalized (by a complex internalization process that may contain
elementary processes as laid out by Hollander and Wu [2011b]), norms can be reinforced,
which may operate internally (e.g. based on motivational enforcement or elicited emotions),

12Note that we use terms synonymously for the ambiguous terminology in existing life cycle models as
discussed before. In this case, the notion of ‘identification’ is identical to ‘recognition’.
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or be directed towards external targets. External enforcement requires the transmission of
normative content, the subsequent identification and internalization by enforcement targets,
and so on. This constitutes the norm’s emergence. At any time, new norms can be created
or identified, potentially causing change in the normative system by emerging and becom-
ing salient. If cyclic reinforcements of a given norm cease, the norm loses its relevance
and is incrementally forgotten. This second phenomenon can be understood as norm evo-
lution. Both, emergence and evolution, are similar in that they represent phenomena (and
could be construed as meta-processes in the epistemological sense13), but they vary in scope
regarding the involved processes.

Norm Modification throughout Norm Life Cycle Hollander and Wu [2011b] discuss the
modification of norms as part of the internalization process. However, we believe that the
potential for norm modification, whether intentionally and systematic or not, arises during
any form of transmission, internalization, or subsequent externalization (e.g. enforcement)
of normative content.

This can involve the loss of information during transmission or simply transmission er-
rors, leading to partial or simply wrong information. For example, ambient traffic noise may
prevent bystanders from perceiving the scolding of jaywalkers or lead them to misconstrue
the normative content (e.g. as a heated discussion).

Complementing potential modification sources during transmission, the identification of
norms can be challenged by sensory biases that lead to a modified reproduction of normative
content. Visual impairment, for example, may challenge or prevent an individual from
capturing normative signals of relevance, such as the inability to observe a norm violation
in the form of jaywalking.

During the internalization of norms, individuals can intentionally modify their interpre-
tation of norms based on individual experience, background and aspirations. Hand-shaking,
for example, can be interpreted as an acknowledgement of social status or objected to on the
grounds of potential disease transmission. While the perceived action may be unambigu-
ous (i.e. not manipulated during transmission and sensing), the individual may introduce an
intentional bias, such as building a negative connotation with an internalized norm with an
intent to change or abandon it.

This subjective perception of social reality extends to the unconscious realm, with an
abundance of further mechanisms at work that drive individuals’ biases in decision-making,
belief formation and behaviour, as well as memory and social biases. Decision-making bi-
ases can be introduced by the oftentimes disproportionate perception of rewards and sanc-

13Our interpretation is in contrast to Hollander and Wu (Section 2.3) who use the term to describe end-
to-end connections between elementary processes. They essentially consider regular processes and end-to-end
processes as same natural kinds, and consequently do not allocate the operation of meta processes on a higher
level of abstraction.
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tions as well as an asymmetric risk tolerance (see e.g. Prospect Theory [Kahneman and
Tversky, 1972]). An illustrative fact in line with this observation is that individuals are
by magnitudes of thousands more likely to succumb to diseases from behavioural causes
(e.g. lack of exercise, smoking) than terrorist attacks, yet fear the latter disproportionally
more.

Further behavioural biases, for example, include paying selective attention to favourable
information, as well as seeking for confirmation of conceptions and beliefs that we already
hold (confirmation bias), such as the focus on information that ‘validates’ an existing norm.
Memory biases are fundamentally concerned with humans’ limited information process-
ing capabilities (bounded rationality [Simon, 1955]), including limited information recall,
the fading of memory over time, as well as our brain’s ability to fill in of memory from
imagination (false memories), all of which can lead to the distortion of internalized norms.
Similarly, social effects can lead to biases with respect to the normative content, such as
biases towards conformity with authority figures or ingroup members. Many of these sys-
temic biases interact with human mechanisms for operating under uncertainty. Examples
for such mechanisms include the use of stereotypes to ascribe characteristics to unknown in-
dividuals (implicit social cognition [Greenwald et al., 2002]), or the application of irrational
decision-making heuristics when acting under pressure (‘gut feeling’).

The presented selection of the cognitive biases is non-exhaustive, of course, but it offers
a starting point for the exploration of cognitive influences that distort the interpretation of
normative content during the norm internalization process.

Finally, norms can be modified based on the characteristics of enforcement and en-
forcer, generally affecting the salience and predictability of norms.

One fundamental determinant is the valence of enforcement, i.e. whether a norm is re-
inforced by rewards (such as a ‘pat on the back’) or punishments (such as scolding). As
indicated earlier in the context of discussing cognitive biases, the nature of enforcement can
modify norms. This includes the asymmetric impact of positive and negative sanctions (see
e.g. Kahneman and Tversky [1972] and Baldwin [1971]), but also frequency, intensity and
variation in enforcement. Infrequently reinforced norms are unlikely to gain high salience
and may thus be easily foregone. Highly variable or inconsistent enforcement, however,
interacts with individuals’ risk affinity (e.g. promoting probabilistic norm compliance) but
also involves the perceived level of fairness (e.g. inconsistent leadership behaviour in organ-
isational environments [Sims and Brinkmann, 2003]), which can lead to the loss of norm
commitment by norm subjects, or even active opposition.

Other influence factors on enforcement that can lead to norm modification include the
social relationship between enforcer and subjects, but also the nature of the enforcer. As
shown by Goette et al. [2006] and Horne [2007], increased social relationship (e.g. shared
group membership) between enforcer and subjects correlates with the enforcement practice.
However, the central or distributed nature of the enforcer can be decisive for the enforce-
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ment. Enforcers can be quasi-centralized and self-appointed (e.g. such as rules regarding
dish washing procedures imposed by administrative secretary) and show predictable en-
forcement strategies (‘conventional sanctions’), whereas decentralized enforcement can be
unpredictable with respect to the number of enforcers (e.g. unknown number of enforcers
objecting to jaywalking), the applied strategies (e.g. gestures vs. scolding) and emerging dy-
namics (e.g. eruption into collective participation in humiliation), and thus lead to nuanced
reinforcement and conceptualisation of the norm as more or less serious.

Complementing the misinterpretation of normative content based on sensory bias, en-
forcers can likewise cause a modification of normative content by sending ambiguous sig-
nals. Examples include the insufficient command of language to express a sanction ap-
propriately or the confusion of terminology for reward and punishment (e.g. ‘awesome’
vs. ‘awful’).

Table 2 highlights the discussed potential causes for norm modification and associates
those with individual processes. While this selection identifies potential modification sources,
specific factors depend on the scenario, the capabilities of the transmission medium, as well
as sensory and cognitive agent models and corresponding action capabilities. In addition
to intentional modification, norms can thus essentially be modified whenever an individ-
ual interacts with its social environment, the effects of which can accumulate and drive the
continuous evolution norms are subjected to, providing a starting point for exploring the
emergence of divergent norms within separated social clusters.

Process Causes for Modification

Transmission Information Loss; Transmission Errors
Identification Sensory Biases/Constraints
Internalization Cognitive Biases; Intentional Modification

Enforcement
Choice of Enforcement; Characteristics of Enforcer(s);
Relationship to Enforcement Target

Table 2: Potential Sources of Norm Modification

Summary In this section, we have proposed a general norm life cycle model that builds on
the systematic comparison of existing life cycle models, harmonizes identified terminolog-
ical and conceptual inconsistencies (see Section 2.6 for details), and introduces additional
characteristics we deem relevant for a general norm life cycle model (e.g. norm identifica-
tion as an alternative life cycle entry point).

While this proposed model highlights the essential processes of a general norm life
cycle that we believe are necessary for its operationalization, it leaves the potential for
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the domain- or model-dependent refinement of individual processes, similar to Hollander
and Wu’s model. However, this model integrates the commonalities of existing models,
while offering a comprehensive and consistent reflection of norm dynamics found in the
contemporary literature. It further provides a clear differentiation between processes and
associated phenomena.

2.8 Discussion

Based on the condensed, yet comprehensive overview of selected existing normative life cy-
cle models14, we provided a systematic comparison and synthesized the identified essential
components into a refined interpretation of the normative life cycle. However, the focus on
individual processes of the life cycle models obscures two areas of development that com-
bine individual processes to model norm dynamics comprehensively – the areas of norm
change and norm synthesis. We will explore those specific areas in the following, before
contextualising those with the proposed life cycle concept at the end of this article.

3 Norm Change

3.1 Overview

In the previous sections, we have seen different models that have been introduced in the lit-
erature to capture the life cycle of norms. These models consider the creation of norms, the
processes that can facilitate their spreading, and the recognition (or learning) of norms by
agents. Yet, we also know that in human societies norms can change over time. For exam-
ple, on the occasion of the G8 summit in 2009 in Italy the Schengen treaty was suspended
to guarantee the security of the local population and of the delegations, and then reinstated.
In a similar way, normative systems in multi-agent systems must be able to evolve over
time, for example due to actions of creating or removing norms in the system. However, the
dynamic nature of norms in artificial systems is often not addressed in the simulation work
on norms.

Norms are crucial in modeling agents’ interactions. The definition of a normative multi-
agent system that the community put forward at the first NorMAS workshop in 2005 is that
“Normative MultiAgent Systems are multi-agent systems with normative systems in which
agents can decide whether to follow the explicitly represented norms, and the normative
systems specify how and in which extent the agents can modify the norms" [Boella et al.,
2006]. In order to ensure systems with autonomous agents, it is essential that norms can be

14Further life cycle models include the ones proposed by Andrighetto et al. [2013] and Singh [2014], but
have been excluded from this comparison because of their highly abstract perspective or fine-grained computa-
tional focus.
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violated (even though non-compliant agents are sanctioned). Because of the accent on the
ability of the agents to modify norms, this definition was then known as “the normchange
definition" of normative multi-agent systems.

The central problem of changing norms lead to two workshops on the dynamics of
norms, the first one in 2007 in Luxembourg and the second one in 2010 in Amsterdam15.
These two international workshops brought together researchers working on norm change
from different perspectives. The revision of norms was also one of the ten open philosoph-
ical problems in deontic logic highlighted in Hansen et al. [2007] and further extended in
Pigozzi and van der Torre [2017]. As we will see in the pages that follow, a consensus on a
common framework to model norm change is still lacking.

3.2 From Law to Logic

Historically, the first approaches to norm change were driven by lawyers. For instance, at
the 1981 international conference ‘Logica, Informatica, Diritto’ held in Florence (Italy),
one of the conference sessions was explicitly dedicated to the problem of the abrogation of
rules16:

The abrogation of rules creates special problems in determining which is the
‘legal system in force’, as in the case of abrogation of the consequences of
explicit rules and not of the rules themselves.

In the same years, a logic study of the changes of a legal code brought together three
researchers coming from different backgrounds: Alchourrón, Gärdenfors and Makinson,
respectively a legal theorist, a philosopher and a logician.

At the beginning, it was Alchourrón and Makinson who started investigating three types
of change (Alchourrón and Makinson [1981; 1982]). The first type consists of the addition
of a new norm (consistent with the other norms in the code) to an existing code. Such en-
largement leads to the addition of the new norm to the code along with all the consequences
that can be derived from it. The second type of change occurs again when a new norm
is added, but now the new item is inconsistent with the ones already in the code. In this
case we have an amendment of the code: in order to coherently add the new regulation, we
need to reject those norms that conflict with the new one. Finally, the third change occurs
when a norm is eliminated (technically, a derogation). In order for the elimination to be
successful, however, also all other norms of the existing code that imply that norm have to
be eliminated.

15http://www.cs.uu.nl/events/normchange2/
16When a norm is abrogated, its effects in the past still hold. This is different from the annulment of a norm,

which also eliminates its effects in the past.

530



MODELING NORM DYNAMICS IN MULTI-AGENT SYSTEMS

The approach of Alchourrón and Makinson was general: in the definition of change
operators for a set of norms of some legal systems, the only assumption was that a norm is a
formula in propositional logic. Thus, they suggested that “the same concepts and techniques
may be taken up in other areas, wherever problems akin to inconsistency and derogation
arise" ([Alchourrón and Makinson, 1981], p.147).

When Gärdenfors joined (at that time he was mainly working on counterfactuals), the
trio became the founders of the well-known AGM theory, and started the fruitful research
area of belief revision [Alchourrón et al., 1985]. Belief revision is the formal study of how
a theory (a deductively closed set of propositional formulas) may change in view of new
information, which may cause an inconsistency with the existing beliefs.

Expansion, revision and contraction are the three belief change operations that Alchour-
rón, Gärdenfors and Makinson identified. Expansion is the addition of a new proposition
that is not in conflict with the existing formulas in the theory. Revision is the addition of
information that is inconsistent with the existing beliefs. In order to consistently add such
information, all conflicting formulas have to be removed. Finally, contraction is the elimi-
nation of a formula from the theory.

The AGM theory provides a set of postulates for each type of theory change. There is
an obvious correspondence between the three types of belief change and the three changes
in a system of norms mentioned above. The link between theory change and change of a
legal code was explicitly acknowledged by Alchourrón, Gärdenfors and Makinson:

[...] theory contraction, where a proposition x which was earlier in a theory
A, is rejected. When A is a code of norms, this process is known among legal
theorists as the derogation of x from A. [...] Another kind of change is revision.
[...] In normative contexts this kind of change is also known as amendment.
([Alchourrón et al., 1985], p. 510)

It should be noted, however, that the AGM theory was mainly used for belief change.
This is because beliefs and norms were both represented as formulas in propositional logic.

One of the first attempts to specify the AGM framework to tackle norm change was
a paper by Maranhão [2001] , presented at the 2001 ICAIL conference. The approach
was inspired by Fermé and Hansson [1999] ’s selective revision, where only part of the
input information is accepted. Maranhão introduced a refinement operator, which refines an
agent’s belief set by accepting the new input under certain conditions. Refinement provides
a tool to represent the introduction of exceptions to rules in order to avoid conflicts in
normative systems (for instance in those cases where judges face new conditions which
were not mentioned in the legal statute but turn out to be relevant in practical situations).

As we will see in the following pages, the belief revision approach has been recently
reconsidered to represent and reason about norm change (see Section 3.4).
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3.3 Semantic Approaches

Two main approaches to model norm change have been developed in the literature: seman-
tic approaches inspired by the dynamic logic approach [van Ditmarsch and van der Hoek,
2007], and syntactic approaches where norm change is performed directly on the set of
norms.

Among semantic approaches we find the dynamic context logic proposed by Aucher
et al. [2009] , which represents norm change (in particular the dynamics of constitutive
norms17) as a form of model update. Starting from a modal logic of context [Grossi et al.,
2008], context expansion and context contraction operators are introduced. The intuition is
that contexts can be seen as set of models of theories. Context expansion is thus linked to the
promulgation of counts-as conditionals while context contraction is used for the abrogation
of constitutive norms. Norms are statements of the kind “the fact α implies a violation".
One of the advantages of this approach is that it can be used for the formal specification and
verification of computational models of interactions based on norms.

A similar proposal is by Pucella and Weissman [2004], where operations for granting
or revoking extensions are defined in a dynamic logic of permission. Aucher et al. [2009]’s
framework is more general. Changes in the granting and revoking of permissions and obli-
gations are more specific than the normative system change captured in Pucella and Weiss-
man [2004]’s article.

3.4 Syntactic Approaches

3.4.1 Defeasible Logic

When new norms are created or old norms are retracted from a normative system, the
changes have repercussions on obligations and permissions that such norms established.
Obligations can change without removing or adding norms. For example, change in the
world can lead to new obligations without changing the legal norms. For this reason, Gov-
ernatori and Rotolo [2010] insist on the need to distinguish norms from obligations and
permissions (as done in deontic logic).

Inspired by the legal practice, Governatori and Rotolo aim at a formal account of legal
modifications. They use a syntactic approach, where norm change is an operation performed
on the rules contained in the code. Such modifications can be implicit or explicit. Implicit
modifications are the most common. They arise when new norms are introduced in the legal
system and such norms conflict with existing ones. The new norms enforce a retraction of
the old ones because, for example, have a higher ranking status, like a national law can

17Constitutive norms are rules that define an activity. For example, the institutions of marriage, money, and
promising are systems of constitutive rules or conventions. As another example, a signature may count as a
legal contract, and a legal contract may define a permission to use a resource and an obligation to pay.
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derogate a regional law. Explicit modifications are obtained when norms that define how
other existing norms have to be modified are added to the legal code.

In particular, the mechanisms of annulments and abrogations are studied. Annulment
removes a norm from the code. It operates ex tunc: all effects (past and future) are cancelled.
Abrogation too is a kind of norm removal but, unlike annulments, it applies ex nunc: it
cannot operate retroactively, leaving their effects in the past hold.

The notion of abrogation is complex and there is no agreement among jurists on whether
abrogations actually remove norms or not. In order to illustrate the difficulties, Governatori
and Rotolo give the following example:

If a norm n1 is abrogated in 2007, its effects are no longer obtained after then.
But, if a case should be decided in 2008 but the facts of the case are dated 2006,
n1, if applicable, will anyway produce its effects because the facts held in 2006,
when n1 was still in force (and abrogations are not retroactive). Accordingly,
n1 is still in the legal system, even though is no longer in force after 2007.
([Governatori and Rotolo, 2010], p. 159)

As seen in this example, the difficulty of abrogations comes from the fact that, in most
cases, direct effects should be removed, but this is not necessarily the case for indirect
effects. Clearly the temporal dimension is crucial in their formal representation, but it also
makes the formalisation more cumbersome.

So Governatori and Rotolo first try to capture annulments and abrogations with theory
revision in defeasible logic without temporal reasoning. Unfortunately, the result is not
fully satisfactory as retroactivity cannot be captured. This is a crucial aspect as retroactivity
allows to distinguish abrogation from annulment.

In the second part of the paper then, they use a temporal extension of defeasible logic
to keep track of the changes in a normative system and to deal with retroactivity.

Norms have two temporal dimensions: the time of validity of a norm (when the norm
enters in the normative system) and the time of effectiveness (when the norm can produce
legal effects). As a consequence, multiple versions of a normative system are needed. In
order to illustrate the problem, we recall this example from a hypothetical taxation law
discussed in [Governatori and Rotolo, 2010]:

If the taxable income of a person at January 31, for the previous year is in
excess on 100,000$, then the top marginal rate computed at February 28 is
50% of the total taxable income. And this provision is in force from January 1.
This rule can be written as follows:

(T hreshold31Jan→ HighMarginalRate28Feb)1Jan

533



FRANTZ AND PIGOZZI

Let us suppose that the last instalment for the salary was paid to an employee on
January 4, and that it makes the total taxable income greater than the threshold
stated above. We use T hreshold4Jan to signal that the threshold of 100,000$
has been certified on January 4. [. . .] So let us ask what the top marginal rate for
the employee is if she lodges a tax return on January 20. [. . .] [From] the point
of view of January 20, the top marginal rate is 50%. Suppose now that there is
a change in the legislation and that the above norm is changed on February 15,
and the change is that the top marginal rate is 30%.

(T hreshold31Jan→MediumMarginalRate28Feb)15Feb

In this case if the employee lodges her tax return after February 15, the top
marginal rate is 30% instead of 50%. ([Governatori and Rotolo, 2010], p. 173-
174)

This example shows that what can be derived depends on which rules are valid at the
time when we do the derivation, especially if rules can be changed. Thus, in order to keep
track of the norm changes, Governatori and Rotolo represent different versions of a legal
system.

3.4.2 Back to AGM

On May 19th, 1988 a three kilometres long bridge connecting the de Ré island in the At-
lantic Ocean to France was inaugurated. Among the effects of such a convenient connection
was that the price per square meters on the island flared up. Suddenly, farmers whose fami-
lies had been living on the island sometimes since the XVth century, found they had to pay
the wealth and large fortune tax, a tax directed to individuals who own assets of high net
worth. Most of those farmers are retired people with low pension, living on the products on
their fields of potatoes, asparagus and vines. In order to pay the wealth and large fortune
tax, some had to sell part of their fields and endangered their retirements plans. This raised
serious concerns on the unexpected implications of such tax and some people advocated a
change of such law.

As we have seen, one of the motivations of the AGM theory of belief revision was
the study of norm change. One may also argue that some of the AGM axioms (that have
been criticized in the belief revision context) appear reasonable when applied to the legal
discourse. The success postulate for revision, for example, imposes to always accept the
new input. This postulate has been heavily criticized in the belief revision literature as
irrational behaviours may result from it (consider, for example, an agent who receives a
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stream of contradicting inputs like φ ,¬φ ,φ ,¬φ , ...). The success makes however sense in
the legal context, when we wish to enforce a new norm.

As we have seen in the previous subsection, the explicit temporal representation and the
use of meta-rules of Governatori and Rotolo [2010]’s approach resulted in complex logics.
In order to reduce such complexity, Governatori et al. [2013] explored three AGM-like
contraction operators to remove rules, add exceptions and revise rule priorities. Similarly
to Governatori and Rotolo , this approach is rooted in the legal practice. The operators
and the principles are illustrated with examples taken from the Italian Constitution and real
decisions taken by the Italian Constitutional Court.

Boella et al. [2009] (subsequently extended in [Boella et al., 2016b]) also reconsidered
the original inspiration of the AGM theory of belief revision as framework to evaluate the
dynamics of rule-based systems. Boella et al. [2016b] observe that if we wish to weaken
a rule-based system from which we derive too much, we can use the theory of belief base
dynamics [Hansson, 1993] to select a subset of the rules as the contraction of the rule-based
system.

EXAMPLE 1.1 ([Boella et al., 2016b], p.274) Consider a rule-based system consisting
of the following two rules:

1. If a then b

2. If b then c

Assume we do not want to have c in context {a}, whereas c can be derived by iteratively
applying the first and the second rule. We can define rule base contraction operators that
drop either the first or the second rule, or both.

However, the next example illustrates that such rule contraction operators may not be
sufficient.

EXAMPLE 1.2 ([Boella et al., 2016b], p.274) Assume d is an exception to c in context
a. In that case, we may want to end up with a rule base consisting of the following two
rules:

1. If a∧¬d then b, and

2. If b then c

or a rule base consisting of the following two rules:

1. If a then b, and

2. If b∧¬d then c.
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In other words, in some applications, we may need to change some of the rules. In
particular, rule contraction may assume a rule logic which informs us that the rule ‘if a
then b’ implies the rule ‘if a∧¬d then b’, or that ‘if b then c’ implies the rule ‘if b∧¬d then
c’.

Thus, even if base contraction is the most straightforward and safe way to perform a
contraction, it always results in a subset of the original base, which sometimes means re-
moving too much. Take, for example {(a,x)}÷(a,x) = {}, where÷ denotes the contraction
operator. Thus, under base contraction, the only result is to throw away the rule. But under
AGM one can put a weaker rule. For instance, if (a,x) is the rule “If an individual owns
land for more than 1.3 million Euros (a), then he must pay the wealth and large fortune
tax (x)". To avoid problems as those on de Ré island, we may wish to change the law by
introducing an exception, like {(a,x)}÷ (a,x) = {(a∧b,x)}, where b stays for people with
high income.

This was one of the motivations of Boella et al. [2016b]. In their abstract approach, rules
are pairs (a,x) of propositional formulas and a normative system R is a set of pairs. Several
logics for rules are considered by resorting to the input/output logic framework developed
by Makinson and van der Torre [2000; 2003].18

Rules allow to derive formulas, that is, obligations and prohibitions in a normative sys-
tem. The factual situation (called context or input) determines which obligations and pro-
hibitions can be derived in a normative system. Formally, in the input/output notation: if
(a,x) ∈ R then x ∈ out(R,a). This means that, according to the normative system R, in
context a, the formula x is obligatory. The idea is that a is the input (or context) and x is
the output. Of the operations defined semantically and characterized by derivation rules
in Makinson and van der Torre [2000] , three operations are considered in Boella et al.
[2009; 2016b]: simple-minded, basic, and simple-minded reusable.

In order to generalize the AGM postulates for normative change, a rule set is taken to be
a set of rules closed under an input/output logic. Rule expansion, rule contraction and rule
revision in the input/output framework are then defined. Similarly as for the belief change
case, the definition of rule expansion is unproblematic. Here, the legislator wishes to add a
new rule that does not conflict with the existing ones. Rule contraction and rule revision, on
the other hand, are more interesting.

AGM postulates for expansion, contraction and revision are reformulated for rule ex-
pansion, rule contraction and rule revision. It turns out that (surprisingly) the postulates for
rule contraction are consistent only for some input/output logics, but not for others. On the
positive side, the proof theory of rule change was shown to be closely related to the proof
theory of permissions from an input/output perspective [Boella et al., 2016b].

18 Maranhão [2017] employs input/output logics and belief revision principles to model legal interpretation.
Judicial doctrine is seen as theory change, where rules and values need to be revised to obtain a coherent system.
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The translation from the AGM contraction postulates to the postulates for rule revision
turned out to be more difficult. One of the difficulties was the definition of the negated
input (roughly corresponding to ¬(a,x)) and the inconsistent set of rules in input/output
logic (which would correspond to an ‘incoherent’ system of rules in the normative systems
paradigm).

Postulates for (belief and rule) revision and (belief and rule) contraction are indepen-
dent. No contraction operator appears in the revision postulates, and no revision operator
appears in the postulates for contraction. Yet, the Levi identity and the Harper identity de-
fined respectively the belief revision operator as a sequence of contraction and expansion,
and the belief contraction is defined in terms of belief revision.

Using the Levi identity, rule revision was defined in terms of rule contraction. The
operators so defined were shown to satisfy the AGM postulates. For the Harper identity,
however, the question is still open [Boella et al., 2016b].

A similar approach to Boella et al. [2009; 2016b]’s has been proposed by Stolpe [2010].
There, AGM contractions and revision are used to define derogation and amendment of
norms. In particular, the derogation operation is an AGM partial meet contraction obtained
by defining a selection function for a set of norms in input/output logic. Norm revision
defined via the Levi identity characterize the amendment of norms. Stolpe can thus show
that derogation and amendment operators are in one-to-one correspondence with the Harper
and Levi identities as inverse bijective maps.

3.5 Computational Mechanisms of Norm Change

Beside the theoretical investigations to norm change presented in the previous sections, few
work exist on the computational mechanisms of norm change.

The drawback of determining norms at design time is that unforeseen situations may
occur and the system cannot adapt to the new circumstances. The approach proposed by
Tinnemeier et al. [2010] tackles this problem by allowing the modification of norms at
runtime, so that a programmer can stipulate when and how norms can be modified. In
Tinnemeier et al. [2010]’s framework norms can be modified by external agents as well as
the normative framework.

The proposed norm change mechanism is system-dependent and enforcement-inde-
pendent. The first principle states that who can change norms, how and when norms may
be changed depends on the system. The authors justify this first principle by recalling the
clause that a normative system must “specify how and in which extent the agents can modify
the norms", as in the definition proposed at the first NorMAS workshop in 2005. The second
principle ensures that the norm change and the norm enforcement mechanisms should be
defined independently. This is to increase the readability and manageability of the program.

Two types of norm change rules are defined. The first type is used to change instances
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of norms without modifying the norm scheme. These rules define the circumstances under
which some norm instances have to be removed to be replaced by other norm instances.
The second type of rules is used to alter norm schemes. As for the first type, these rules
define under which circumstances norm schemes are to be changed by retracting some norm
schemes and adding others.

What happens to the instances already instantiated, when the underlying norm scheme
is changed? Tinnemeier et al. [2010] observe that there are situations in which we want
to leave the instantiated instances unchanged, and others in which it makes sense to apply
the change retroactively. Thus, two types of norm scheme change rules are given. Finally,
building on [Tinnemeier et al., 2009], the syntax and operational semantics of the program-
ming language are given.

Previous work on norm change at runtime includes [Bou et al., 2007; Campos et al.,
2009]. Bou et al. [2007] also consider the problem of adapting a system to novel and
unpredictable circumstances. To this end, they present an approach to enable normative
frameworks (called “electronic institutions" in [Bou et al., 2007; Campos et al., 2009]) to
adapt norms to agents’ behaviour changes as well as to comply with institutional goals. The
norm change mechanisms of Bou et al. [2007] allow to modify existing norms. Unlike
[Tinnemeier et al., 2009], new norms cannot be introduced nor can existing norms be re-
moved. Another difference is that Bou et al. [2007] use a quantitative approach to represent
the environment and the agents.

Campos et al. [2009] approached the difficulty of how to adapt a normative system to
the changes of its agents’ behaviour by adding situatedness and adaptation (two properties
usually characterising agents) to the system. The result is a system that can make changes
and that can also adapt to changes. As in Bou et al. [2007]’s approach, the aim is to modify
agent coordination to enhance the system’s performance in attaining institutional goals.

Even though Boella and van der Torre [2004]’s approach is theoretical, it shares some
similarities to the works presented here. Starting from the distinction between regulative
norms (that indicate what is obligatory or permitted) and constitutive (or count-as) rules
(that define an activity), they use constitutive rules to create new norms as well as to define
what changes the agents can introduce. As in the norm instance change rules and norm
scheme change rules of Tinnemeier et al. [2010], constitutive and regulative rules in Boella
and van der Torre [2004] are modelled as conditional rules specifying when a norm can be
changed and what the consequences are.

3.6 Discussion

In this short excursus we have seen that the first formal investigations of changes in a legal
code had roots in logic, namely in the AGM framework. This line of research has been
reconsidered, notably in the works of Governatori and Rotolo [2010; 2013], Stolpe [2010],
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and Boella et al. [2009; 2016b], often coupled with non-classical logics such as defeasible
logic or input/output. Another direction has been to follow a semantic approach inspired
by dynamic logic, as in Pucella and Weissman [2004] and Aucher et al. [2009]. Finally,
besides the theoretical investigations, some work on the computational mechanisms of norm
change has been done, like Tinnemeier et al. [2010], Bou et al. [2007] and Campos et al.
[2009].

Norm change is a fairly recent research theme in the NorMAS community. The first
international workshop explicitly dedicated to the dynamics of norms was held in 2007.
This observation can in part explain the lack of consensus around a common theoretical
framework. But it probably does not explain it completely. Other reasons may reside in the
limits of abstract frameworks like AGM, even when combined with with richer rule-based
logical systems, in the difficulty to capture and distinguish norm change from changes in
obligations, and again in the elusive character of legal changes in the real world. Recent
developments in legal informatics may help casting light on norm dynamics. Works on legal
document and knowledge management systems (like the EUNOMOS project [Boella et al.,
2016a]) allow, for example, to keep track of (implicit and explicit) changes in the legislation.
Although these works provide some first steps in the understanding of the dynamics of
normative systems, much still remains unexplored.

4 Norm Synthesis

The second theme of norm synthesis has a long-standing history but has experienced a re-
cent revival of attention. While norm change primarily focuses on the logical implications
of the modification of existing (legal) norms over time, norm synthesis puts a stronger em-
phasis on how (social) norms emerge and converge in the first place, and how they can be
identified.

4.1 Foundations

Norm synthesis is inspired by the area of program synthesis (i.e. generating a program from
a given specification [Manna and Waldinger, 1980]), but, in contrast to the former, shifts the
focus to the coordination of autonomously operating agents. The specific purpose of norm
synthesis is thus to identify an optimal set of norms (a normative system) to coordinate
individuals’ behaviours in a multi-agent system. The ‘optimality’ of a solution depends on
the specified objectives, such as the minimal set of norms to facilitate coordination [Fitoussi
and Tennenholtz, 2000].

Shoham and Tennenholtz [1992b; 1995] ’s work on synthesis of social laws is consid-
ered the initial work in the area of norm synthesis. They propose a general formal model to
identify a set of social laws at design time (offline) to assure the coordinated operation of
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structurally uniform agents. They showcase this approach by ‘handcrafting’ a set of social
laws that guarantee collision-free coordination in a grid-based traffic scenario (‘rules of the
road’19), instead of determining action prescriptions for each possible system state. How-
ever, they also show that the automated synthesis for offline approaches is NP-hard [Shoham
and Tennenholtz, 1995], challenging the generalizable application. Onn and Tennenholtz
[1997] propose a general solution for the synthesis problem for scenarios that can be rep-
resented as biconnected graphs by reducing synthesis to a graph routing problem. Fitoussi
and Tennenholtz [2000] further introduce qualitative characteristics for synthesized social
laws, such as their Minimality and Simplicity. As alluded to before, minimal social laws
seek to specify fewest possible restrictions on agents’ behaviours, thus giving individuals
the greatest possible autonomy, while maintaining coordination in the overall system. An
extremely restrictive social law would effectively prescribe any action an agent could take in
any given situation (e.g. to walk on the right side of a footpath in a given direction, or even
more restrictive, prescribing specific navigation routes between different locations), thus
removing any form of autonomy on the part of the agent. A minimal social law (e.g. not
to step on the road), in contrast, would retain the agent’s ability to pursue its own goals, as
long as it is compatible with the system objectives (e.g. avoiding collisions between cars
and pedestrians). In a more recent approach, Christelis and Rovatsos [2009]’s work on au-
tomated offline norm synthesis addresses the complexity problem by identifying prohibitive
states in incomplete state specifications that are generalized across the entire state space. It
is important to note that these early approaches to norm synthesis do not consider or tol-
erate any form of violation; unlike most subsequent work, their conceptions of social laws
describe hard constraints agents cannot forego.

The shift towards refined norm interpretations that emphasizes the interactionist over le-
gal perspective (and thus regulation over regimentation) [Boella et al., 2008] has stimulated
a differentiated treatment of rewards and sanctions as mechanisms of social enforcement.
This sociologically-inspired norm perspective drove the exploration of associated influence
factors (such as memory and connectivity), along with a movement from offline to online
norm synthesis, resulting in two subfields. Convention/Norm Emergence (which we will dif-
ferentiate later) emphasize mechanisms that influence the convergence on norms or conven-
tions, whereas work we cluster under the label Identification concentrates on the mechanics
of detecting and synthesising norms in the first place. The latter can further be subdivided
into approaches that rely on a centralized or decentralized operation, that is, approaches
that use a central entity to synthesize norms, or delegate the generalization and integration
of identified norms to the agents themselves. Figure 7 provides a schematic overview of the
outlined structure of the research field. Overall, the subfields of norm synthesis cover the

19This de facto reference scenario has been adopted and refined in large parts of subsequent work on norm
synthesis.
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notion of norms in the broad sense (i.e. as institutions), ranging from self-enforcing conven-
tions via socially enforced norms to centrally enforced social laws or rules. In the following,
we will discuss selected contributions to the area of norm synthesis, with a particular focus
on approaches that emphasize the detection and identification of norms.

Figure 7: Taxonomy of Norm Synthesis Approaches

4.2 Synthesis as Norm/Convention Emergence

Research efforts in the area of norm emergence put particular concentration on an under-
standing of the contextual conditions and mechanisms that bring norms about, including
their distributed nature. Instead of relying on a centralized entity to determine norms a pri-
ori or embedding hard-coded (offline designed) norms into individuals, norm emergence
affords the decentralized collaboration of agents to converge on commonly accepted social
norms.

Explored mechanisms include:

• Memory size (e.g. Villatoro et al. [2009])

• Network topologies and dynamics of relationships (e.g. Savarimuthu et al. [2009],
Villatoro et al. [2009], Sen and Sen [2010], Sugawara [2011], Villatoro et al. [2013])

• Clusters (e.g. Pujol et al. [2005])

• Interaction-based social learning (e.g. Sen and Airiau [2007] , Mukherjee et al.
[2007; 2008], Airiau et al. [2014])

541



FRANTZ AND PIGOZZI

• Lying (e.g. Savarimuthu et al. [2011])

• Dynamic sanctions (e.g. Mahmoud et al. [2012; 2015])

• Hierarchical structures with varying levels of influence (e.g. Franks et al. [2013;
2014], Yu et al. [2013; 2015])

Further contributions in the area of norm emergence include algorithms for distributed
decision-making to arrive at a shared lexicon [Salazar et al., 2010] or shared sets of tags [Grif-
fiths and Luck, 2010].

The decentralized operation of norm emergence places an emphasis on larger number
of agents and their direct interaction in favour of cognitive capability and central coordina-
tion. Consequently, the computational complexity of individual agents is limited and the
applied norm representations are mostly abstract in the form of converging strategy choices
in coordination games or string-based representations; the normative content is symbolic
and can only be inferred from the motivating scenario. In addition to the abstract normative
content, in most cases, agents converge on a single norm (with exception of Savarimuthu et
al. [2009] and Sen and Sen [2010]). In addition, most scenarios sustain the emerging norm
without explicit enforcement, thus representing self-enforcing conventions as opposed to
externally enforced social norms, affording the differentiation into Convention Emergence
and Norm Emergence.

Following the exploration of the emergence strand of norm synthesis, we will turn to
the identification strand that captures norm synthesis processes in a narrow sense, primarily
focusing on the detection, identification, and integration of norms into consistent normative
systems.

4.3 Synthesis as Identification

Work that identifies and synthesizes norms at runtime can be differentiated into centralized
approaches, which interpret norm synthesis in the original spirit of identifying centrally
managed system-wide norms, and decentralized ones that analyze the inception of norms
from a bottom-up perspective.

A series of centralized online norm synthesis approaches that follow the tradition of
Shoham and Tennenholtz has been spearheaded by Morales et al. . In their work, Morales
et al. [2013] propose the Intelligent Robust Norm Synthesis mechanism dubbed IRON in
an adapted version of the grid-based ‘rules of the road’ scenario originally introduced by
Shoham and Tennenholtz that focuses on coordination in traffic junctions. Agents have a
limited observational range and move in travel direction, unless constrained by imposed
norms. IRON continually monitors traffic participants’ behaviour. When detecting colli-
sions, IRON identifies the underlying conditions (e.g. car approaching from the right) and
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introduces a norm that prevents a similar event from reoccurring (e.g. by introducing an
obligation to stop whenever facing a car to one’s right). These centrally generated and man-
aged norms (which make those effectively rules or social laws) are imposed upon all traffic
participants, thus progressively moving towards a stable collision-free normative system.

To prevent overregulation from introducing too many specific norms based on individ-
ual observations, IRON attempts to generalize norms based on their shared preconditions
by selectively ignoring a specific norm’s partial precondition. The generalized norm is
evaluated at runtime by detecting eventual recurring collisions, in which case the origi-
nal specific norms are deemed relevant and are reinstated. To determine the effectiveness
of given norms, IRON further monitors their activation, and ascribes frequently applied
norms higher effectiveness. To identify necessary norms, Morales et al. [2013] (unlike
Shoham and Tennenholtz [1995]’s social law approach) make use of the agents’ ability to
violate norms, which enables IRON to identify imposed norms that are actually necessary
to maintain coordination and remove unnecessary ones (i.e. norms whose violation does not
produce collisions).

Morales et al. [2014] successively introduce further iterations of their approach (dubbed
SIMON) that consider structural diversity of norm participants (e.g. by introducing emer-
gency vehicles) and refined mechanisms for norm generalization with specific focus on
minimizing the necessary simulation runtime to produce a collision-free normative sys-
tem Morales et al. [2014; 2015c] . Their following system iteration, LION [Morales
et al., 2015b], includes the focus on the identification of semantic relationships between
norms, so as to produce fewer, more general norms (liberal norms) that maximize the norm
participants’ autonomy.

This series of works on norm synthesis highlights the advantages of centralized ap-
proaches not only to identify norms, but to integrate those. In this interpretation, synthesis
involves an explicit analytical effort to integrate individual norms into a coherent normative
system, producing semantically meaningful complex coordination outcomes, beyond a co-
ordinated strategy choice as observed in most norm emergence approaches. Consequently, a
comprehensive approach to norm synthesis captures life cycle processes that include iden-
tification, as well as internalization and forgetting of norms, thus covering processes that
are associated with the evolution of norms over time (see Section 2.6). Processes such as
spreading and enforcement, characteristically associated with the work on norm emergence,
are secondary.

Riveret et al. [2014]’s transfiguration approach takes an incremental step towards de-
centralized systems by endowing individual agents with learning capabilities enabling them
to infer behavioural prescriptions from stochastic games. Being grounded in the field of
computational justice, their approach marries bottom-up dynamics (transfiguration of ex-
perience into prescriptions) with notions of self-governance by means of collective action
(voting). The voting process is initiated once all agents have submitted their inferred (and
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preferred) prescriptions, the most common of which is put forth as a motion. Agents are
then invited to vote based on the perceived purposefulness of the prescription content, which
is abstractly represented using a notion of global and individually perceived potential. Since
the purpose of the voting process (in the spirit of self-governance) is to promote globally
useful prescriptions, the agents decide probabilistically based on the alignment of the candi-
date prescription’s individual and global potential. Once adopted, the prescription becomes
a self-imposed rule of that society.

This work emphasizes the computational representation of social processes that enable
self-governance by retaining high levels of decisional autonomy on the part of the society
members, while abstractly providing centralized decision-making and enforcement inspired
by real societies. Beyond the conceptual integration of bottom-up and top-down governance
processes, this contribution emphasizes the efficiency benefits associated with centrally co-
ordinated collective decision-making.

Contributions that shift the perspective away from approaches that emphasize effective
coordination towards individual-centric operations can be captured under the umbrella of
decentralized online norm synthesis. In addition to the focus on the individual as an entity of
concern, in principle these approaches lend themselves well for explorative scenarios with
a broader (if not open) range of actions than used in the centralized coordination scenarios.
Research efforts related to this cluster include Andrighetto et al. [2007; 2010] as well as
Savarimuthu et al. [2010b; 2013a]. We will not discuss these works in great detail at this
stage as we covered those in the context of norm creation in Hollander and Wu [2011b]’s
life cycle model (see Section 2.3). Instead, we will concentrate on contributions that treat
norm synthesis as a holistic process involving multiple life cycle processes.

An important work in this area is Savarimuthu et al. [2013b]’s work on norm recommen-
dation. Their approach is motivated by the identification and recommendation of an existing
system’s norms to newcomers, which can operate in a centralized or decentralized fashion.
Their system combines norm identification, classification and life cycle stage detection in
order to recommend the existence and relevance of observed norms. The initial step of norm
detection operates on a continuous stream of events by identifying recurring event episodes
that are terminated with a sanction signal. The algorithm collects event episodes of varying
window sizes in order to establish the subset of actions that provoke a sanction signal and
identifies those as candidate norms. In the second step, norms are classified with respect
to their salience. For this purpose, the mechanism tracks both the invocation of actions
contained in the candidate norms as well as the frequency of punishments as a response to
action activation. By ranking these measures, the mechanism classifies norms by salience,
where the existence of punishment is indicative of higher levels of salience, as opposed to
mere action activation. A further step emphasizes the long-term perspective and attempts to
identify a norm’s life cycle stage (life stage), with possible stages being emerging, growing,
maturing, declining, and decaying. The system monitors norms’ punishment probabilities
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over time and evaluates those with respect to given successive thresholds associated with
emergence (frequency of activation) and growth, based on which it infers the life stage.
For example, norms that have experienced an increase in punishment between two time in-
tervals but remain between the emergence and growth thresholds, are considered growing.
The system uses heuristics that use the established measures for salience and life stage as
an input to recommend the existence of a given norm.

Similar to Morales et al. [2015a] ’s works, Savarimuthu et al. [2013b] ’s synthesis
approach allows the identification of multiple norms, along with a quantitative measure
of salience that is comparable with Morales et al. [2013] ’s notion of effectiveness and
necessity. Savarimuthu et al. [2013b]’s approach further includes a systematic classification
of norms with respect to their life cycle stage, thus emphasising the long-term perspective.
However, unlike Morales et al. [2015a], this work relies on an abstract string-based norm
representation and does not consider semantic relationships between norms, thus preventing
operations such as generalization or substitution of norms.

The final approach we present under the umbrella of norm synthesis takes an intermedi-
ate stance by operating decentralized while maintaining meaningful norm representations.
Frantz et al. [2014c; 2015] propose a norm generalization approach that operates on in-
dividual observations. At its core, this approach is motivated by individuals’ tendency to
subconsciously develop stereotypes as decision-making shortcuts they can use when en-
countering unknown interaction partners. To facilitate this generalization, the mechanism
relies on uniform structural representations of actors, actions and norms based on Nested
ADICO (nADICO) [Frantz et al., 2013; Frantz et al., 2015], a rule-based norm representa-
tion that builds on the Grammar of Institutions [Crawford and Ostrom, 1995] and affords
the explicit representation of structural institutional regress [Frantz, 2015], i.e. the nested
interdependency of sanctions and corresponding metanorms. As a first step, observations
are aggregated based on shared observable attributes as well as subsets thereof (higher
generalization levels), forming the basis to synthesize descriptive norms (or conventions)
the observer attributes to observed groups of individuals. To infer injunctive norms from
observations, individuals further track corresponding reactions to ascribe the generalized
action sequences normative character and interpret the generalized reactions as social con-
sequences (i.e. rewards or sanctions). The frequency and intensity of observations indicate
a norm’s salience by mapping it onto a continuous deontics conception (Dynamic Deon-
tics [Frantz et al., 2014a]) that spans from prohibition via permission to obligation, the
deontic range of which is unique for each agent and determined by its previous experience.
In addition to the extremal cases, this concept introduces intermediate stages along this con-
tinuum (e.g. obligations that are omissible and can be exceptionally foregone), a principle
that is used to reflect the subjectively perceived priority of a given norm, and implicitly
solves potential norm conflicts.

In contrast to the approach by Morales et al. [2015a], this work does not solve a specific
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coordination problem, but introduces a fully decentralized approach to understand agents’
behaviours by inspecting their subjective understanding of a scenario’s normative content,
thus shifting it into closer proximity to emergence-based approaches. Similar to Morales et
al. [2015a] (but unlike Savarimuthu et al. [2013b]), this approach uses a comprehensive
human-readable norm representation (as institutional statements) and allows the identifica-
tion of norm relationships by generalizing individual observations. The uniform norm rep-
resentation further permits the analysis on arbitrary social aggregation levels (e.g. group,
society).

Table 3 provides a chronological overview of all identified norm synthesis approaches
based on the characteristics introduced at the beginning of this subsection (see Figure 7),
including the nature of norm (convention, norm, rule, social law), central coordination and
the ability to produce or identify multiple norms.

Contribution Institution Type Centralized Offline Single Norm

Shoham and Tennenholtz [1995] Social Law yes yes no
Pujol et al. [2005] Convention no no yes
Sen and Airiau [2007] Convention no no yes
Savarimuthu et al. [2007; 2008a] Norm no no no
Mukherjee et al. [2007; 2008] Convention no no yes
Christelis and Rovatsos [2009] Social Law yes yes no
Villatoro et al. [2009] Convention no no yes
Urbano et al. [2009] Convention no no yes
Sen and Sen [2010] Convention no no yes
Griffiths and Luck [2010] Norm no no no
Sugawara [2011] Convention no no no
Mahmoud et al. [2012] Norm no no yes
Morales et al. [2013] Social Law yes no no
Franks et al. [2013] Convention no no yes
Villatoro et al. [2013] Convention no no yes
Savarimuthu et al. [2013b] Norm both no no
Mihaylov et al. [2014] Convention no no yes
Airiau et al. [2014] Convention no no yes
Morales et al. [2014] Social Law yes no no
Riveret et al. [2014] Norm / Rule yes no no
Frantz et al. [2014c; 2015] Norm no no no
Morales et al. [2015b] Social Law yes no no
Mahmoud et al. [2015] Norm no no yes

Table 3: Overview of Norm Synthesis Approaches
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4.4 Contextualization with the General Norm Life Cycle Model

At the current stage, norm synthesis presents itself as a diverse field that is driven by varying
objectives. Apart from the historical separation into offline and online approaches, we can
identify a cluster of existing approaches that either concentrate on the:

• Investigation of factors and circumstances that promote norm adoption (emphasizing
macro-level outcomes), or

• Mechanisms for the runtime identification, generalization, implementation, and inte-
gration with established norms (emphasizing micro-level mechanisms).

Relating these approaches to individual life cycle processes of the general norm life
cycle model (see Section 2.7) as shown in Figure 8, we can observe that emergence-based
approaches emphasize spreading/transmission mechanisms (e.g. type and dynamic nature
of network topologies, hierarchical structures, social learning, memory size) along enforce-
ment characteristics (e.g. sanctioning, lying).

Figure 8: Norm Synthesis Approaches and Related Life Cycle Processes

The second group of mechanisms emphasize the detection and identification of exist-
ing norms. Deductive tasks for the generalization of comprehensive normative systems
are related to a complex norm internalization process (such as the one conceptualized by
Hollander and Wu [2011b]), since it represents a composite process that merges newly dis-
covered norms and existing sets of norms, which requires the ability to modify, generalize
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and integrate norms. The synthesis of normative systems further relies on the ability to
discard or forget norms.

Despite the comprehensive coverage of different life cycle stages, the review of exist-
ing approaches indicates gaps. An important central topic that has found limited explicit
attention in current approaches is the detection of norm conflicts, an aspect with a strong
relation to the norm internalization process. Riveret et al. [2014], as well as Savarimuthu
et al. [2013b], treat norms independently without considering their relationship to existing
norms. Frantz et al. [2015] and Morales et al. [2015a] include generalization processes
and mechanisms to accommodate conflicting or competing norms, but only Morales et al.
[2015b] perform explicit detection of norm relationships such as complementarity and sub-
stitutability. An area that has found recent attention is the focus on dynamic normative
systems [Huang et al., 2016] in which the normative environment itself is not considered
static, but changes over time, and thus requires agents to revise their normative understand-
ing in order to accommodate those changes. Initial work by Huang et al. [2016] analyzes
the associated complexity of norm recognition and synthesis.

4.5 Discussion of Challenges and Future Directions

In this section, we provided a comprehensive discussion of the historical roots of norm
synthesis, the shifts from offline to online synthesis, and the subsequent differentiation into
more implicit emergence-focused and more explicit identification-centric approaches. We
further discussed a set of relevant contributions to the latter identification strand of norm
synthesis. However, apart from surveying the field, this comprehensive overview of the area
of norm synthesis allows us to identify areas which we believe deserve further attention.

Reviewing the strands of (online) norm synthesis, an outstanding development is the
systematic integration of both strands by enriching emergence-based approaches with richer
micro-level architectures that incorporate components of identification-based mechanisms.
For identification-based approaches, this implies a stronger focus on generalizable repre-
sentations of norms and social structures beyond specific scenarios. The marriage of both
strands provides a basis for more realistic representations of social scenarios, with emer-
gence sponsoring the insight on how to structure interaction in social environments, and
identification providing mechanisms to develop complex, yet consistent normative systems
as we encounter them in the real world.

We further believe that the exploration of dynamic normative systems represents an
important research direction if we aim towards the use of norm synthesis in real-world ap-
plications (e.g. robotics). It further has the potential to link the theoretical contributions
developed in the area of norm change, e.g. modelling changes in legal systems (as dis-
cussed in Section 3), with the mechanisms that facilitate the identification, generalization
and integration of corresponding operational norms developed in the area of norm synthesis.
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Looking beyond the scope of contemporary work, an important challenge for the suc-
cessful adoption of norm synthesis is the identification and development of application
domains that enable the use of these techniques in realistic scenarios, both involving the
extent and complexity of available data. In this context, a challenge that all contemporary
approaches to norm synthesis share is their operation on structured data. Making unstruc-
tured, noisy or semi-structured data (such as found in big data) accessible under consider-
ation of the complexity limitations of current norm synthesis approaches will increase its
relevance for real-world applications. Specific examples include the automated the extrac-
tion of norms from large and diverse real-world data corpi, as well as performing online
norm synthesis, e.g. for the ad hoc inference of normative understanding in the context of
robotics or digital assistants.

5 Summary, Conclusions and Outlook

In this article, we have provided an overview of the contemporary perspective on norm
dynamics, with a particular focus on norm change and norm synthesis as important active
research fields in multi-agent systems.

The research around norm change (Section 3) has resulted in a comprehensive explo-
ration of logical challenges associated with the representation of changing social and legal
norms, such as temporal implications of changing laws and an adequate formal translation
of the notion of an incoherent normative system. At this stage, the relatively young but
promising field has yet to find a shared consensus on the theoretical foundation to provide
the platform for the systematic application of its contributions in the context of normative
multi-agent systems as well as other disciplines.

Research in the area of norm synthesis (Section 4) concentrates on the analysis of factors
that contribute to emerging norms (norm emergence) as well mechanisms to detect existing
norms (norm identification). This field has experienced a revival with the recent focus on
the synthesis of normative systems at runtime (online) – as opposed to the traditional offline
approach. In addition, the field features an increasing number of approaches that favour
decentralized over centralized approaches or combine both approaches and use social choice
mechanisms for the integration of bottom-up and top-down perspectives on norm synthesis.

To understand the developments in both fields, we initially presented an overview of
approaches that define the norm life cycles (Section 2), while providing an overview of the
contemporary state of current contributions associated with individual life cycle processes.
We further systematically compared the surveyed life cycles based on involved processes
and norm characteristics, while identifying abstract phases of the norm life cycle. From this
analysis, we extracted the essential processes and integrated those in a general norm life
cycle model that reflects the contemporary view on norm emergence. The refined model
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resolves terminological and conceptual inconsistencies/omissions identified in the existing
life cycle models. It further suggests that external influence factors can lead to norm modifi-
cation throughout all stages of the norm life cycle, and, unlike earlier models, distinguishes
between normative processes and associated phenomena.

Since this article specifically concentrates on the modeling of norm dynamics, we do not
capture the wider technical and philosophical implications of norm dynamics, such as the
dealing with normative conflicts and violations (see article ‘Modeling Normative Conflicts
in Multi-Agent Systems’ in this volume), aspects of norm autonomy (see Verhagen [2000]),
and the role of trust for the functioning of norms (see Andrighetto et al. [2013]).

Surveying individual contributions to the field of NorMAS in general – and to the areas
of norm change and synthesis in particular – we can observe a tendency to apply richer norm
conceptions that span across multiple norm life cycle processes. As a result, developed sys-
tems produce increasingly dynamic behaviour. This includes a) the identification of norms
at runtime, b) the change of norms over time, and c) their potential decay and substitution.

These observations highlight an important progression for the wider discipline, since it
positions the current development on the roadmap laid out in the 2007 Dagstuhl NorMAS
workshop that identified five levels in the development of normative multi-agent systems
(see Boella et al. [2008]):

• Level 1 – Off-line designed norms

• Level 2 – Explicit norm representations that can be used for communication and ne-
gotiation

• Level 3 – Runtime addition, removal and modification of norms

• Level 4 – Embeddedness in social reality

• Level 5 – Development of moral reality

The first three levels are undisputed – the shift towards dynamic creation (Level 3) is
reflected in numerous contributions to the field. However, the ability of agents to identify
and synthesize norms in their social environment at runtime, the ability to engage in social
choice processes, as well as agents’ compliance in dynamic normative systems provide the
basis to make agents active participants in shaping social reality, and thus moves them closer
to the fourth development level (without discussing the associated challenges at this stage –
for details see Boella et al. [2008]).

Fundamentally, this integration of normative concepts in social reality cannot be disso-
ciated from the consideration of ethical and moral concerns as suggested for the last level –
the development of moral reality by assuming moral agency. This resonates with contempo-
rary developments, such as the productive use of autonomous cars, increasing automation
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of the workforce via robotics, decentralisation of autonomy (e.g. in distributed ledger tech-
nology), along with the revived societal debates around the impact of artificial intelligence
(e.g. recall the debates around universal base income). This necessity to address the em-
beddedness in social reality and moral reality at the same time is reflected in calls for future
research directions in artificial intelligence (e.g. Russell et al. [2015]) and visible in initial
contributions towards that end (e.g. Conitzer et al. [2017]).

These general AI challenges provide a unique opportunity for the interdisciplinary field
of normative multi-agent systems. This field studies the very dynamics that allow systems
to address fuzzy and complex problems conventional rule-based systems are not prepared
to deal with. It does so by exploiting two central features of norms, a) their adaptiveness to-
wards changing social and technological environments, and b) their innate scalability based
on their decentralized operation. Independent of the application domain, this leaves us
researchers with the task to foster and establish an interdisciplinary operationalisation of
norms as dynamic decentralized coordination mechanisms. This, in consequence, makes
norm dynamics an integral component for the modelling of realistic social behaviour within
and beyond normative multi-agent systems.
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Abstract
Institutions and Organizations are two concepts within the MAS community

that are commonly referred to when the question arises on how to ensure that
an (open) MAS exhibits some desired properties, while the agents interacting in
that MAS have some degree of autonomy at the same time. This chapter gives a
brief introduction to the two concepts and its related ideas. It outlines research
done in the area of normative MAS and gives pointers on current challenges for
modeling institutions and organizations.

1 Introduction
In Multi-Agents systems (MAS), software agents that enjoy some degree of auton-
omy interact [70]. As a consequence, similar to human societies, the problem arises
on how to ensure that the MAS exhibits some desired global property, without com-
promising the agent’s autonomy at the same time [41, p. 2]. Leaning on existing
works such as for example in sociology, psychology and organizational theory, in
recent years MAS researchers have been starting to incorporate and model concepts
such organizations and institutions in computational systems, as demonstrated by
several publications on the topic in the AAMAS conference series1, the COIN work-
shop series2, and the Normative Multi-Agent Systems seminars3.

1http://www.ifaamas.org/proceedings.html
2http://www.pcs.usp.br/~coin
3http://icr.uni.lu/normas/history.html
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In this Chapter, we will provide an introduction to the concepts of institutions
and organizations and their modeling. This chapter is not aiming to be an in-depth
literature review and it will not give details on all aspects of modeling institutions
and organizations in MAS, but it rather aims to point the interest reader to topics
and areas of interest and give him or her starting points for further studies.

Wanting to model “institutions” and “organizations” a first step is to understand
what the two words means and what concept they refer to. As simple as this sounds,
this task is not an easy one as (i) not only are the two concepts interlinked - they
are both broadly speaking, coordinate means [41] - but (ii) in the agents commu-
nity, the words are often used as synonymous. One of the reasons for the latter is
that different research communities started to use the terms differently, sometimes
borrowing concepts from other disciplines. Researcher wanting to publish/work in
the respective communities – in order to pass review processes for their papers –
had to use the communities jargon, i.e. use the terms the community was using.
This resulted in situations where researchers used different words for one and the
same idea they described, in order to publish in the different communities they were
working in.

Taking a step back, a popular source, often cited by the agent community when
it comes to the definition of the terms “institutions” and “organizations”, is North
[54, p. 4f]:

“A crucial distinction in this study is made between institutions and
organizations. [...] Conceptually what must be clearly differentiated are
the rules from the players. The purpose of the rules is to define the
way the game is played. But the objective of the team within that set
of rules is to win the game – by a combination of skills, strategy and
coordination; by fair means and sometimes by foul means. Modeling the
strategies and the skills of the team as it develops is a separate process
from modeling the creation, evolution, and consequences of the rules.”

The distinction indicated by North is the idea that organizations are agents like
households, firms and states that have preferences and objectives, whereas insti-
tution are formal and informal societal constraints such as laws, conventions, con-
stitutions, habits and rules, which reduce the total scarce resources available [48].
Broadly speaking, both institutions as well as organizations are means of coordi-
nation and provide some form of structure, but whereas institutions focus on the
structure of the rules and norms, organizational structure of a MAS concerns the
agents, their roles and their relationships by which the overall behavior of the MAS
is defined [41].
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Based on this abstract distinction, this chapter tries to give an overview of both,
modeling organizations as well as institutions (and the differences between them).
For this purpose, we start by looking at the modeling of institutions first, by dis-
cussing regulative and constitutive norms, as well as agents communication lan-
guages as means to communicate and thereby share norms. Afterwards the focus of
the chapter will turn to organizations with the topics of modeling agents (and their
roles) as well as their relations to one another in terms of organizational structures
are being addressed.

2 Survey on Modeling Institutions in MAS
The formalization, realization, and management of open distributed interaction sys-
tems where autonomous software agents (operating on behalf of one or more human
users) may interact for exchanging resources or providing services is widely recog-
nized to be an important research problem that is becoming more and more relevant
with the massive development of distributed social network systems on the Internet.

One approach, which may be followed for the formalization of those systems,
consists in modeling them as a set of artificial institutions (AI). Human social
institutions[60], like for example the institution of marriage or family, the insti-
tution of money, or the institution of education, have been used, in Multiagent
Systems (MAS) research, as a source of inspiration for the definition of the various
abstract concepts and software components required for the concrete realization of
artificial/electronic institutions. Artificial institutions are fundamental because:

“Their main purpose is to enable and regulate the interaction
among autonomous agents in order to achieve some collective endeav-
our” [30, p. 278].

In open distributed systems or socio-technical systems [12], which support the
interaction of various components (autonomous software called agents or humans)
with different, often competitive, goals, there is the need to enable and to regulate
such interactions. This with the objective to keep the evolution of those systems
with-in certain boundaries, and allows the system itself to reach certain social goals.
There is also the need to create in the interacting agents an expectation on the
reasonable future evolution of the interaction, this in order to enable the agents to
coherently plan their actions for reaching their own goals. This can be done by
formalizing an open distributed system using multiple, sometime interconnected,
artificial institutions, and by modelling and realizing certain software components
for their management.
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In order to create open spaces where interactions among autonomous agents
may happen and where those interactions may be constrained without being always
regimented, it is necessary to analyze and formally specify the various interconnected
static and dynamic components that enable and regulate those interactions in real
life. It is therefore necessary to:

1. Formally define the application-independent concepts that are relevant for the
definition of agents’ institutions, for example the notion of norm or regulation,
institutional power, and constitutive rule;

2. Specify the software components required for the management of concrete the
objects created from the abstract concepts, like for example a norm monitoring
component, or a component for computing the state of the interaction among
agents on the basis of the concrete institutional powers assigned to the agents
in a system;

3. Formally define the conceptual and logical model of the application dependent
knowledge/data used by those software components.

The choice of the formalism to adopt for the specification and implementation of
the various software components and for the specification of the abstract concepts
and the concrete definition of instances of those concepts is an important aspect in
the definition of a model for artificial institutions.

In MAS literature, as discussed below, there are various proposals for the for-
malization of artificial institutions, which are also called electronic institutions or
agent institutions. The conceptual model of the fundamental concepts required for
the formal specification of those institutions is usually placed side by side with the
specification of an institutional framework required for the actual implementation
of institutions and of the software components for their management.

A recent and very interesting discussion on the analogies and differences between
artificial/electronic institutions (AI) and virtual organizations plus an extensive com-
parison of three models for the formal specification of institutions are presented in
[30]4. The three discussed and compared models are: (i) the ANTE Framework [49];
(ii) the OCeAN metamodel for the specification of Artificial Institutions (AI) [28, 29]
that has been extended into the MANET model for the specification of AI situated
in environments [67]; (iii) and the conceptual model and computational architecture
for Electronic Institutions (EIs) extended with the EIDE development environment
[2, 24].

4This chapter is part of the book “Agreement Technologies” [55], published as result of the
COST Action on Agreement Technologies5 (2008-2012) which involved many researchers in the
field of institutional and normative multiagent systems.
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Other interesting frameworks, which are briefly discussed in [30], are: (i) the
OMNI model [21] which allows the description of MAS-based organizations followed
by the OperettA framework [1] which supports the implementation of real systems;
(ii) the instAL normative framework [15, 18] that may be used to specify, verify and
reason about norms used to regulate MAS; (iii) and the definition of Norm-Governed
Computational Societies [5] followed by the specification of Sustainable Institutions
[58] which is influenced by Olstrom definition of institution [56].

Another quite recent and relevant book chapter on regulated MAS, which can
be used to create an institutional reality where autonomous agents may interact,
is the chapter “Regulated MAS: Social Perspective” [53]. It is part of the book
on Normative Multi-Agent Systems that was published as result of NorMAS 2012
Seminar, which took place in March 2012 in Dagstuhl, Germany.

Crucial abstract concepts which are required for the specification of every artifi-
cial institution and the software components for their management are discussed in
the following sections.

2.1 Regulative rules - Norms

A very important characteristic of the autonomous agents developed by different
users that interact on an open network, like for example a peer to peer network in
Internet, is that no assumption can be made on their internal design and, like for
human beings, it is impossible to assume that they will always fulfill their norms. In
particular as discussed in [34] it is not always possible and advantageous to regiment
all obligations. Think for example to the obligation to pay for an ordered product
when it is received, at least, it is reasonable to sanction irregular behaviors. In MAS
research there are numerous proposals to formally and declaratively specify norms or
policies (these two terms are very often used as synonymous), they are usually used
for expressing obligations, permissions, or prohibitions to perform certain actions
when certain specific conditions, related to state of affairs or to specific events, are
satisfied. Therefore norms are usually characterized by some attributes: the type,
for distinguishing between obligations, permissions and prohibitions, the debtor or
the addressee which may be expressed using roles, the activation and the expiration
or deactivation conditions which describe the events or the state of affairs that
activate or deactivate the norm, the content that is the prohibited, permitted or
obliged action or state of affair, and the sanctions and reward for norms fulfillment
or violation.

An attribute that may be useful in the specification of abstract norms at design
time, is the roles that an agent may play in an artificial institution, for example
in a auction the role of participant or auctioneer. When one or more institutions
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are instantiated for the realization of a concrete open interaction system the various
roles defined in those institutions have to be replaced by their concrete counterpart
that an agent may play in a concrete realization of an artificial institution, like the
participant of the auction number run01. Finally when a norm, related to various
agents by using the concrete role attribute, becomes active, various instances of that
norm (one for each agent that plays the concrete role specified in the norm) need to
be created and managed by the interaction system.

An important software component of every normative system is the monitor of
norms. That is, a component able to compute the state of the norms on the basis of
their activation condition and content and on the basis of the actions and events that
happen in the system. This component is required in order to be able to compute
or deduce if a given norm is fulfilled or violated and therefore apply sanctions or
reward with the goal of enforcing norms fulfillment for all those norms that are not
regimented. In order that the monitoring component can use the knowledge about
the state of the interaction for computing the fulfillment or violation of norms it
necessary to realize a synchronization component able to dynamically update the
knowledge base used for representing the state of the interaction with the observable
changes due to events or agents actions. The realization of this components may be
challenging, in particular for those events that are nor easily observable by means
of sensors or that are not directly connected to the actions of the agents. It is also
crucial that the knowledge base used for representing the state of the interaction has
a conceptual model of the concepts and properties (or relations) that are relevant for
the description and regulation of the interaction. Starting from general concepts like
time, action, event to the specification of application dependent part like for instance
in an auction the notion of offer, owner, and the action of paying and delivering.

In an open normative multiagent system, it is crucial to specify the norms using
formal declarative languages (like logics or logic programming languages). This
choice has many important advantages, because it makes possible to:

• Represent the norms as data, instead of coding them into the software, with
the advantage of making possible to add, remove, or change the norms both
when the system is off line, and at run-time, without the need to reprogram
some components of the interaction system or the software agents that use the
system;

• Develop agents able to reason and plan their actions by taking into consid-
erations the correlations between their goals and external social constrains
expressed also in terms of norms, this by reasoning on what norms apply in a
given situation, what activities are obligatory, permitted or prohibited, using
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for example some form of what-if reasoning [68] for deciding whether or not
to comply to norms by taking into account norm rewards and sanctions;

• Develop agents able to interact within different systems without the need of
being reprogrammed [29];

• Realize an application-independent monitoring component able to keep trace
of the state of norms on the basis of the events that happen in the system, on
the basis of the agents’ actions, and on the basis of the state of the interaction
(this mechanism can also be able to react to norm fulfilments or violations);

• Realize mechanisms for checking norm conflicts, understanding when conflicts
may arise, and solving or avoiding them, like for example by introducing pri-
ority ordering between norms [22, 64].

The choice of the formal language used for the declarative specification of norms
is difficult because many aspects have to be taken into account. The most impor-
tant are: the expressivity of the language, its computational complexity, the fact
that the underlying logic is decidable, the diffusion of the language among software
practitioners and research communities, its feasibility for fast prototyping, and its
adoption as an international standard an crucial aspect for having good interoper-
ability between separately engineered software agents.

Semantic Web Technologies [43] may be the successfully adopted for an efficient
and effective representation of norms/policies for open interaction systems running
on the Internet. A relevant advantage of this choice is that Semantic Web technolo-
gies are increasingly becoming a standard for Internet applications and therefore
are supported by many tools: many efficient reasoners (like Fact++, Pellet, Racer
Pro, HermiT), tools for ontology editing (like Protégé), and libraries for automatic
ontology management (like OWL-API and JENA).

Currently there are some works, in the multiagent community, that adopt Se-
mantic Web Technologies for the formalization and management of norms. One is
represented by the works of Fornara’s group who has investigated the possibility
to use OWL 2 and SWRL rules for the specification of agents’ commitments and
obligations [35, 29, 51]. In those papers an OWL ontology of obligations. The ac-
tivation condition of an obligation is a class of events that when happen trigger
the activation of the obligation. The content of an obligation is a class of possible
actions that have to be performed within a given deadline. The proposed model
of obligations allow also to specify the relation between obligations and time, it is
therefore possible to specify deadlines and interval of time. The monitoring of those
obligations, that is checking if they are fulfilled of violated on the basis of the actions
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of the agents, can be realized thanks to a specific framework required for manag-
ing the elapsing of time and to perform closed-world reasoning on certain classes.
A similar ontological formalization of obligations has been also extended for being
used in a complete OWL 2 model of artificial institutions (initially called OCeAN
and subsequential MANET) instantiated at run-time by dynamically creating in the
environment spaces of interaction [36]. An updated version of such a model of obli-
gations has been also applied in the field of access control where policies has to be
specified for regulating the access and the use of data [52, 51].

Another interesting approach that uses Semantic Web Technologies for norms
formalization and management is the OWL-POLAR framework for semantic policy
representation and reasoning [64]. This framework investigates the possibility of
using OWL ontologies for representing the state of the interaction among agents
and SPARQL queries for reasoning on policies activation, for anticipating possible
conflicts among policies, and for conflicts avoidance and resolution.

Another relevant proposal where Semantic Web technologies are used for pol-
icy specification and management is the KAoS policy management framework [68],
which is composed by three layers: (i) the human interface layer where policies,
expressing authorizations and obligations, are specified in the form of constrained
English sentences; (ii) the policy management layer used for encoding in OWL the
policy-related information; (iii) the policy monitoring and enforcing layer used to
compile OWL policies to an efficient format usable for monitoring and enforcement.

2.2 Constitutive rules

As clearly presented by John Searle [60] in his book “the construction of social
reality”, in human interactions are involved brute facts and facts that exist only
thanks to an institutional setting, this second type of facts are called institutional
facts. They exist thanks to the existence of a system of constitutive rules collectively
created that define and create them. Constitutive rules have the form X counts as
Y in context C, where X can be brute fact, Y is an institutional fact and C is the
context where the rule holds. Constitutive rules can be used for mapping brute facts
into institutional facts. Like for example mapping the raise of one hand into a bid
in an auction. Once an institutional fact has been defined, a constitutive rule can
be used for specifying that an institutional fact counts as another institutional fact.
Like for example mapping the highest bid in an auction into a commitment to pay
a given amount of money to the owner of the product sold in the auction.

In artificial institutions that are the digital counterpart or extension of a human
institution, the software designers are in charge of deciding: (i) which facts they
want to formalize as brute facts, by defining causal effect rules able to change them;,
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(ii) which facts they want to formalize as institutional facts, which exist only thanks
to common agreement between the interacting agents or between their designers,
agreement that may be specified in a system of constitutive rules.

In AI institutional actions are a special type of actions that change institutional
attributes [28]. Given that institutional attributes exist thanks to the common
agreement of the interacting parties, institutional actions can be performed, if cer-
tain conditions hold, by means of suitable public communicative acts: declarations.
A very important application independent contextual condition that an agent must
satisfy in order to successfully perform an institutional action is to hold the in-
stitutional power to perform it. This connection between a public declaration (X)
to perform an institutional action by an agent, the holding of various contextual
conditions (C) including also the correct institutional power of the agent who is
attempting to perform the institutional action, and the correct happening of the
institutional action (Y), can be formalized with a special constitutive rule. For ex-
ample an agent can perform a bid in an auction by performing a declaration of the
amount of money that it wants to offer, the declaration counts as a bid if the agent
is a regular registered participant in the auction.

Like for norms, it is very common to specify the institutional powers of agents at
design time by using a set of roles, this allows to abstract from the specific agents that
will interact within an institutional framework and requires to develop a module for
the correct instantiation of the institutional powers at run time. Moreover, similarly
to what discussed for norms, it is crucial to implement a synchronization component
able to dynamically update the knowledge base used for representing the state of the
interaction with the observable changes due to events or actions that will trigger the
various constitutive rules.

The notion of institutional power has been analysed in [46] and it has been
discussed and formalized in Event Calculus in [28]. Another logic formalization of
constitutive rules can be found in [7] and in [42]. In [10] a recent interesting analysis
has been performed on the similarities and differences of using events and states as
brute facts for modelling institutional facts.

2.3 Agent Communication

In MAS literature it is possible to identify two different and complementary ap-
proaches for supporting and enabling the direct and indirect interactions among
agents. A direct interaction may be realized by means of the definition of an Agent
Communication Language (ACL) and realized with the direct message passing be-
tween agents. An indirect interaction may be realized by using blackboard systems,
in which every agent can put information on a common information space, the black-
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board, and any agent can read the information from the blackboard at any moment.
The main negative aspect of blackboard systems is that they have a centralized
structure that is not well suited for the realization of open interaction systems. In
the following subsection we will present in more details ACLs.

2.3.1 Agent Communication Languages

In order to interact in an open environment autonomous agents need to adopt a
common language, therefore they need to define a standard Agent Communication
Language. The most relevant proposals of standard ACL in MAS literature are
based on speech act theory [6, 61], an approach that views language use as a form
of action, making it possible to treat communicative acts and other types of action
in a uniform way.

The first studies on ACLs follow what we can call a mentalistic approach, that is,
they defines the meaning of a set of communicative acts having different performa-
tive by using agent’s mental states, like beliefs, desires (or goals) and intentions. Two
well-known ACLs that follow this approach are KQML[27] and FIPA ACL6, pro-
posed by the Foundation for Intelligent Physical Agent (FIPA). Using agents’ mental
states may be adequate in cooperative multiagent system, but it is not appropri-
ate for open interaction systems composed by heterogeneous and often competitive
agents made by different vendors [66]. In this kind of context it is impossible to
trust other agents completely or make assumption about their internal design.

Therefore at the beginning of 2000s, a new approach to the definition of ACLs
based on the social, objective consequences, and new obligations of performing a
speech act were proposed [17, 32]. In this approach, the semantics of different
type of speech acts is expressed using commitments directed from one agent to
another, and this type of ACL is called commitment-based ACL. In particular in this
approach, following the taxonomy of speech acts defined by John Searle [62] (which
classifies illocutionary acts into five categories: declarations, assertives, commissives,
directives and expressives) the semantics of every type of communicative acts is
defined using the notion of social commitment, conditional commitment, and pre-
commitment.

Agents’ commitments to one another can also be used for expressing the seman-
tics of the messages exchanged in the specification of protocols (where protocols
represent the allowed interactions among communicating agents). The use of com-
mitments in the specification of the meaning of the messages exchanged in a given
protocol makes the specification more flexible with respect to the traditional ap-
proaches, which model protocols as fixed action sequences. Two interesting papers

6http://www.fipa.org/repository/aclspecs.html
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on this topic are: [71] where a slightly different model of commitments is used;
and [33] where the model of commitment used for the definition of the semantics of
commitment-based ACLs is used for the flexible specifications of interactions pro-
tocols like the English Auction protocol. In this work it is also showed how it is
possible to combine basic acts (belonging to the taxonomy of speech acts) for defin-
ing new type of acts that are frequently used in certain applications. For example it
is showed that a proposal, used in a lot of e-commerce applications, can be formal-
ized combining a request and a conditional promise to do something on condition
that the request will be accepted, this means that it is not simply a combination of
two types of communicative acts, but also their content is strongly related.

The approach of using a fixed set of primitives for expressing the semantics
of many different types of communicative acts is criticized in a recently published
chapter on Agent Communication Languages [13, p.8]. The reason of the critique is
based on the fact that in specific application contexts (like business applications) it is
not always enough to use basic communicative acts type but it is necessary to define
new primitive communicative acts like for example ”quote price” or ”stock quote”.
Therefore, in this chapter the semantics of domain-specific primitives, needed by a
MAS, is given using a set of abstractions, among them the most important is the
notion of commitment. Given that also in the approach based on a fixed set of
primitives it is possible to define new communicative acts combining the existing
one whose semantics is based on commitments, the two approaches results to be
quite similar.

The initial approaches to the definitions of commitment-based ACLs did not
define the semantics of a very important type of speech acts: declarations. Decla-
rations are the particular category of communicative acts whose point is to bring
about a change in the institutional reality in virtue of their successful performance.
Declarations are fundamental in artificial institutions because, as previously dis-
cussed, they are the means for performing institutional actions. Their formalization
was initially sketched in [31] and improved in [37] where the definition of an ACL is
strictly connected with the definition of various artificial institutions.

Finally it is worth to mention that in 2013 a collection of six manifestos, each
of which identifies important concerns and directions in agent communication has
been published [11].

2.4 Artificial Institutions situated in Environments

Taking into account the literature on modelling agent environment as a first-class
abstraction [69], it is possible to extend the model of artificial institutions and the
model of the distributed system where AI are used. A crucial task of the envi-
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ronment, in a MAS model, is to register the events or actions that happen in the
system and notify them to the agents registered for the template of such events/ac-
tions. The realization of this task can be combined with the idea a designing a MAS
using different AIs.

In fact, the specification of an artificial institution (AI) consists in the abstract
specification at design time of the concepts introduced so far, for example the for-
malization of norms and constitutive rules in terms of roles. The advantage of such
an abstract specification is that it can be re-used in the specification of different
MAS in different applications. Once one or more AIs are designed, it is necessary
to describe how they can be concretely instantiated at run-time for the realization
of a real open interaction system. One possible approach consists in proposing, co-
herently with the theory on agent environments, to instantiate AIs by introducing
in the model of open distributed system the notion of institutional space of inter-
action [67, 36]. Institutional spaces are crucial because they allow to represent the
boundaries of the effects of institutional and physical events or actions performed
by agents, secondly they are the component in charge of enforcing the norms in
response to the happened events/actions. Institutional spaces can be created and
destroyed run-time on the basis of the agents’ interactions.

An interesting aspect of the research on AI and environment is due to the fact
that the same AI or different AIs may be instantiated in different institutional
spaces. Those spaces may exists in parallel (inside the same container, like for
example different auctions inside a marketplace), and they may also contain sub-
spaces (like for example the space of a marketplace that contains different spaces
each one corresponding to a running auction). Therefore, it is relevant to study the
inter-dependencies between AIs (at design time) and between different institutional
spaces at run time.

One possible approach for managing those interdependencies is described in the
Multi-Agent Normative EnvironmenTs (MANET) meta-model [67]. It consists in
introducing the notion of observability of an event outside the boundaries of the
institutional space where it happen. For example a norm defined in a marketplace
may regulate the actions that an agent is allowed to perform in an auction (which
is a sub-space of the marketplace). Another useful functionality is the notification
of events among parallel institutional spaces. In fact, for example a norm inside one
auction may regulate the action of an agent on the basis of the role that the same
agent play in another auction.

Another interesting study on the specification and reasoning on multiple insti-
tutions is [16]. In this paper the formal specification of single institution [14] is
extended to multiple institutions. This by extending the notion of institutional
power to perform an action inside a single institution to the possibility for another

576



Modeling Organizations and Institutions in MAS

Roles Norms Constitutive
Rules

ANTE Two type of roles:
institutional roles
and generic roles
subject to norms

One normative environ-
ment with a set of reg-
ulations, which checks
whether agents follow the
norms, applies correction
measures, and enables the
run-time establishment of
new normative relation-
ships

Institutional facts
are connected to
brute facts (mainly
agent illocutions)
through appropriate
constitutive rules

OCeAN
+

MANET

Roles are labels
defined by a given
AI, at design time
they are associ-
ated to norms and
powers

Specification of norms at
design time associated
to roles and dynamic
creation of instances of
norms at run-time associ-
ated to specific agents

One special consti-
tutive rule for per-
forming institutional
actions by means of
declarations

EIs +
EIDE

Specification of
role subsumption,
and two forms
of compatibility
among roles

There is the possibil-
ity of explicitly express-
ing norms as produc-
tion rules that are trig-
gered whenever an illo-
cution is uttered, thus
allowing the specification
of regimented and not-
regimented conventions

The are not basic
institutional facts,
there is a domain
language used in il-
locutionary formulas
and whose terms
correspond with
physical facts and
actions

Table 1: Comparison of Artificial Institution Models - Part I

institution to be empowered to change directly the state of another institution.

2.5 Comparison of Artificial Institutions Models
In Table 1 and 2, it is schematically summarized the support given, by three relevant
models of Artificial Institutions, to the specification of the various components and
concepts described in the previous sections; a more detailed comparison can be found
in [30].

Those models of artificial institutions have been used for the realization of dif-
ferent prototype systems for solving different type of problems. For example the
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Organization of
the interactions

Communication
Language

Implementation

ANTE Different norma-
tive contexts are
established at
run-time

Agents are free to inter-
act with any other agents
with any language, illo-
cutionary actions may be
performed by agents to-
wards the normative en-
vironment as attempts to
create institutional facts

Jade FIPA-
compliant platform
and Jess rule-based
inference engine

OCeAN
+
MANET

The activities
are realized into
different institu-
tional spaces or
in physical spaces
of interaction

Commitment-based se-
mantics for assertives,
commissives, and di-
rectives communicative
acts

OCeAN: Event
Calculus or Java +
Semantic Web Tech-
nologies; MANET:
PROLOG and
GOLEM environ-
ment framework

EIs +
EIDE

The activities
are realized into
scenes, which
are connected by
transitions creat-
ing a performative
structure

All communications be-
tween an agent and the
institution are mediated
by a governor, utterance
is admitted if and only if
it complies with the insti-
tutional conventions

Z specification lan-
guage and an ad-
hoc peer-to-peer ar-
chitecture

Table 2: Comparison of Artificial Institution Models - Part II

OCeAN + MANET model has been used for modelling an e-Energy Marketplace
[67] and the norms that regulate the Dutch-auction [36]. The EIs model + EIDE
framework has been used for modelling and develop a regulated open MAS able to
manage water demand [8], a MAS decision support tool for water-right markets [39],
an open MAS for realizing an hotel information system [57], and EIs for running the
Spanish Fish Market [19].

3 Survey on Modeling Organizations in MAS
Besides institutions, organizations have also obtained increasing attention from the
MAS community in the last years. An organization can be seen as a set of entities and
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their interactions, which are regulated by mechanisms of social order and created by
more or less autonomous actors to achieve common goals. These agents and their
goals are interlinked by some form of organizational structure and in most MAS
research this structure is seen as a means to manage the complex dynamics in open
MAS.

Looking at MAS literature especially the OPERA [21], TROPOS [9], GAIA [72]
and MOISE+ and ORA4MAS methodologies [45] are often cited7.

All of the just mentioned methodologies have in comment that they are based
on organizational structures as their cornerstones. As such they recognize that
when modeling the interaction of agents within a (open) MAS, it is not sufficient
to simply focus on the architecture of the agents as well as their (communicative)
abilities, and that one cannot assume autonomous agents to act according to the
needs and expectations of the system design [41].

Organizations "represent rationally ordered instruments for the achievement of
stated goals" [63]. As such they are being used to achieve specific objectives, which
are defined by the specification of a number of sub-goals that are related to the
overall goal of the organization. Looking at real world organizations, in business en-
vironments, an organization must furthermore consider the environment it is located
in and exhibit characteristics such as a certain degree of predictability, stability over
time as well as a focus on the organization’s goals and strategies. Traditionally (as
early as August Comte (1798-1854)), organizations therefore are considered to have
two dimensions (that one needs to think of when wanting to model them): a factual
dimension and a procedural one [65]. Whereas the factual dimension focuses on the
observable behavior of the organization - and thus takes a more high level view on
its goals as well as output - the procedural dimension has its focus on the question
on how that behavior of the organization is achieved. In the procedural dimension
therefore the view shifts to the division of labor to roles, the determination of au-
thority and power as well as the establishment of communication links [21]. [3, Fig.
1] provides an overview of different MAS organizational architectures and functional
and procedural / static dynamic features they exhibit.

3.1 Modeling Organizations: Between Top-Down and Bottom-Up
Wanting to model an organization at the very end of the spectrum, there are two
opposite ways of designing it: (1) establish the organizational design off-line before-
hand (design-time) or (2) let the organization be grown on-line from the bottom
up by its participating agents (run-time). In the first case, the agents have no say
in the global aims of the society. In the second case, which is more favoured by

7For a general survey on organization works in MAS see [44] or [50] for example.
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researchers working on open MAS, the agents are the key and their goals as well
as negotiations between them result in organizations being dynamically formed. A
simple example of such an organization is twitter for example. Whereas the overall
role of twitter is somewhat set (communication platform in the wider sense), the
content of the communication is completely up to the users (within certain legal
bounds). Thus, twitter hash-tags are not pre-define, but they are emerging based
as a result of people using (and other people copying) them.

One highly discussed question within the MAS community is what is required to
enable agents to do the latter. Main discussion point thereby is how rigid structures
need to be that agents can use to use or establish organizations. Whereas in some
works (e.g. [23]) advocate very rigid structures at instruction level that do not
allow agents to deviate from expected behavior, other approaches attempt to aim
for more flexible systems where agents can reason about deviating from expected
behavior. The aim of this more flexible approach thereby is to enable agents (and
indirectly thereby the organizations they are are situated in) to adapt to changes
and extensions to the environment or to allow for ’foreign’ agents to join [38].

3.2 Organizational Structure

The just outlined differences in organizational design that MAS designers face, have
also been studied in the traditional organizational theory research area, where the
two types of organizations are typically distinguished for human organizations: me-
chanical (sometimes also called mechanistic) and organic organizations [59].

In mechanical organizations - that closely relate to the design-time idea of MAS
organizational design - tasks are precisely defined in advance, and they are broken
down into separately specialized parts. Real world example of these kind of organi-
zations are typically manufacturing companies, but also there are other groups that
benefit from mechanistic organization; like universities.

In mechanical organizations, there is a strictly hierarchical structure both be-
tween the parts, but also between the knowledge and reasoning processes within
the organization. In mechanical organizations communication tends to be mainly
vertical, i.e. from the top (typical a centralized role) to the bottom of the hierarchy.
Typical examples human organizations the have this kind of setup are bureaucracies
and matrix structures [3].

Organic organizations in contrast are following concept of growing the organi-
zation from the bottom up. As such the members of/agents within such an organi-
zation can collaboratively (e.g. in groups) redefine and adjust the tasks, sub-goals
and roles related to the organization, thereby possibly changing the whole organiza-
tion and its goals. In organic organizations, less levels of authority and control are
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being present and communication is mainly horizontal rather then vertical. Knowl-
edge and task control also tend to be distributed and reaction time to changes in
such organizations is said to be shorter. Typical examples of organic organizations
are team structures and virtual organizations [3]. Good examples of this type of
structure would be Google and the coveted positions that lie within the Facebook
Corporation.

From the above, for a designer wanting to decide on what the most suitable
structure is for the system that he aims to model, he need to answer several questions
first:

• Can the goals and tasks be divided into independent, formalized and stan-
dardized sub-tasks? An if so, how to approach this best?

• Which of the tasks and sub-tasks have dependencies that need considering?

• Can tasks be grouped together and what are good means to group tasks (func-
tion, geographical location, client, process, etc.)?

• At what level have decisions to be made and controls to be set up?

• What kind of environment is the organization located in (open, closed, static,
dynamic)?

• What is the line of reporting in the organization? Who has authority and
what is the chain of command?

• What rules and formal processes are being required in the organization?

• What level of predictability is the organization to have?

Goal of answering these questions is to enable the modeler of the organization
to determine the main organizational features in order to develop the initial design
of the organizational structure of the organization independently from the final use
of agent concepts[3].

As a note to the reader, though we presented organizational structure as a single
term above, in the real world and as a consequence also in organizational models, it
can be multi-dimensional and consider several structured aspects at the same time
that all need to be respresented. Some of the once already having been mentioned
are "authority", "communication", "delegation", "responsibility", "control", "decision-
making", "power", etc. [41].
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3.3 Roles

The difference between the two concepts of textitInstitutions and Organizations can
be exemplified when looking at the notion of ’roles’. From an institutional point of
view roles are typically studied in terms of the set of norms associated with them,
whereas from an organizational point of view the focus tends to be on the roles as
a position in an organizational structure.

As organizations are typically established with some form of goal that is executed
by agents enacting certain roles in mind, from an organizational perspective focus
tends to be on roles that contribute to the achievement of the overall goal, rather
then on the specific actors performing the particular roles. Thus, although it is
the agent’s capabilities that allow him to perform a role in a certain way, most of
the time for an organization it is irrelevant who performs the role as long as it is
performed. Think of a restaurant for example which will have several employees
with the job title "cook". For a customer it is not relevant which (group of) cook(s)
actually cooked his dish, as long as the dish tastes good and is delivered on time.
This so called "role-oriented" approach is advocated by many works on organizations
in MAS, including for example [3, 47, 25, 21].

Grossi [41] argues that from the structural point of view a role is just a position
in a structure, that is to say, a set of links, whereas from the institutional perspective
instead, they can be seen as a set of norms. Following the argumentation in [41] these
two set partially overlap w.r.t the properties they express for transition systems.
Whereas roles as set of norms specify how the role can be enacted, deacted, and
what kind of status the agents acquire by enacting the role; roles as set of links
specify the status acquired by agents playing certain roles (while disregarding how
that role can be enacted or deacted), specify the the activities (e.g., delegation or
information) that can be executed while enacting the role and, possibly, also their
mental effects on the interacting agents.

Recapping, both institutions and organizations specify what an agent ought to,
is permitted to, or has the right to do as well as have means to specify the status
an agent playing a certain tole has acquired. What has to be noted however is
that there are differences in this status specification. Whereas institutions connect
abstract activities and state of affairs (i.e., transition and state types) to concrete
ones, this is not the case for organizations. In contrast these have the activities that
can be executed by agents playing a certain role as their main focus of attention.
Thus, whereas institutions consider how a certain role can be reached, organizations
are taking a look at what can be done while playing a role.

582



Modeling Organizations and Institutions in MAS

3.4 Comparison of Artificial Organization Models
The below table gives an overview how some organizational models in MAS men-
tioned here relate to the above. The below is not a conclusive overview, but rather a
short glimpse into the different organizational approaches. A more detailed overview
can for example be found in [4].

4 Conclusions and Forward Looking
Openness, decentralization, and heterogeneity of software components are funda-
mental characteristics of distributed systems operating on the Internet and in par-
ticular in the World Wide Web. At least since the 1990s, models and experimental
implementations of open, decentralized and heterogeneous systems have been the
main concern of the area of Computer Science research on Multi-Agent Systems
(MASs). More recently, those studies went on with the proposal of numerous con-
ceptual models of institutions and organizations. It is therefore not surprising this
long tradition of studies may represent a fundamental source of ideas and meth-
ods for developing Web-oriented applications. In particular the sub-area of MAS
research known as NorMAS (Normative Multi-Agent Systems) has been concerned
with modeling, monitoring, and enforcing norms and policies in open distributed
environments, producing solutions that have already been empirically tested with
success, although mainly in the context of academic prototypes.

In this chapter we have provided an introduction to the basic concepts of mod-
eling organizations and institutions in MAS and gave pointers to the work that has
been done in the various NorMAS communities already. We started out by looking
into institutions and discussed fundamental concepts such as regulative and con-
stitutive norms, as well as ACLs and the challenges arising from institutions being
situated in an environment that can impact on the institution. Afterwards our focus
shifted to organizations. After briefly detailing the basic differences between orga-
nizations and institutions, the focus of the chapter afterwards turned to modeling
organizational structure as well as modeling roles in organizations.

Looking forward, we believe that times are ripe for adapting institutions and
organizations MAS models and techniques for solving real-world problems that arise
on the Internet. Indeed, the development of advanced Web applications is already
providing significant examples of actual applications on which the capabilities of
MAS solutions can be put to be tested, evaluated, and improved.

For example, such solutions may be relevant for the regulation of access to generic
datasets on the Internet or to datasets in the Web of Data, provided that they are
implemented coherently with currently available Web technologies [26, 52]. Organi-
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Top-down/Bottom-Up Structure Dynamics
OperA In opera the organizational

model can be define whereas
the social and the interac-
tion model are consequences
of the agent interactions.
The OMNI approach [20],
an extension of OperA in-
troduces normative aspects
and translates norms from
an abstract level (in which
organizational statutes and
values are defined to a pro-
cedural level (where norms
are implemented).

OperA describes
the desired be-
haviour of the so-
ciety and its gen-
eral structure by
means of an orga-
nizational model,
where roles, in-
teractions and so-
cial norms are de-
scribed.

Organizational dy-
namics are detailed
using a social model
(in which agents are
assigned roles using
social contracts that
describe the agreed
behaviour inside
the society) and an
interaction model
(that described the
actual behaviour of
a society during its
interaction).

Tropos An organizational model is
used that details the orga-
nizations main actors, goals
and dependencies at design
time. This is done on a level
of agent patterns (for partic-
ular roles) that are assigned
to organizational topologies.
The definition of social rules
or global rules that apply to
the whole organization are
not considered.

Several organiza-
tional topologies
and roles within
these structures
are considered.
The structures
include for exam-
ple bureaucracy,
matrix struc-
tures ad virtual
organizations.

Social agent pat-
terns are assigned
to organizational
topologies at design
time. At run-time
the effects of this
assignment are
analysed based on
the pre-set rules.

GAIA
(with
Orga-
niza-
tional
Ab-
strac-
tions)

Main organizational goals of
the system and its expected
global behaviour are speci-
fied at design phase. Based
on this organizations are es-
tablished which can be di-
vided into sub-organizations
if needed (each of which can
have its own structure). The
environment, roles, interac-
tions and social rules are
also pre-defined.

GAIA considers
that a specific
topology for the
system will force
the use of several
roles that depend
on the selected
topology pattern.

GAIA uses the
concept of role-
enactment, where
the roles are de-
pending on the
chosen topology.
Thus a change in
the topology can
alter the roles and
their enactment,
but not the other
way around.

Table 3: Comparison of Artificial Organization Models
584



Modeling Organizations and Institutions in MAS

zational and institutional models may be crucial also for the realization of automatic
machine-to-machine exchange of datasets when norms/policies and may be institu-
tional concepts can be used for expressing the licenses [40] or ad hoc contracts/a-
greements that regulate the access and use of those data.

However, considerable research is still necessary before this approach can be
adopted by industry-level products solving realistic problems. Moreover a deep
comparison with approaches proposed in other fields of research is required.
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1 Introduction
1.1 Acting or not acting
When we start to think about moral norms, morality if you like, we encounter very
intriguing problems about situations in which people find themselves facing a choice
to make which are of excessive complexity. Take for example "The Trolley problem":
"The trolley rounds a bend, and there come into view ahead five track workmen, who
have been repairing the track. The track goes through a bit of a valley at that point,
and the sides are steep, so you must stop the trolley if you are to avoid running the
five men down. You step on the brakes, but alas they don’t work. Now you suddenly
see a spur of track leading off to the right. You can turn the trolley onto it, and
thus save the five men on the straight track ahead. Unfortunately there is one track
workman on that spur of track. He can no more get off the track in time than the five
can, so you will kill him if you turn the trolley onto him. Is it morally permissible for
you to turn the trolley" [70]. Or the problem addressed by Macintyre in [45] where
he starts off with the case of J (who might be anybody, jemand) analyzing whether
J’s defense to the allegation of moral failure holds because J failed his responsibility.

1.2 Using (il)legitimate evidence
Let’s look into some judicial cases. Regulators use information obtained from dif-
ferent sources to assess whether businesses and citizens comply with applicable laws
and regulations. Recently the supreme court of the Netherlands ruled in case num-
ber [14]. The key issue addressed in this case was whether the Tax authority was
allowed to use information obtained from Automatic Number Plate Recognition
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(ANPR) systems checking tax returns from employees driving company leased cars.
In defence the defendant plead that article 8 of the ECHR protects ones private live
and therefore the tax authority was not allowed to use the aforementioned informa-
tion to check the tax return as done. The Supreme Court ruled that in this case it
was wrongly assumed that the general job description of the tax authority or any
(other) provision provides in a sufficient basis to use information from Automatic
Number Plate Recognition (ANPR) systems. In 2015 a court procedure was ruled
in a similar case [13]. A vehicle driver was fined for speeding on the A2. The A2 is
a motor highway in the Netherlands equipped with a section control system using
ANPR for detecting all vehicles driving on the A2. The section control system mea-
sures the time and records a timestamp image of the license plate from the moment
the car enters the section until the car leaves the section. During the route (i.e. the
section) the process of measuring en recording is repeated at fixed intervals. After
the car has left the section the actual speed is calculated and in the case the average
speed exceeds some threshold the vehicle driver is fined automatically. In this case
the car driver drove 8km/hr. to fast and got fined for EUR45. The man went to
court and stated that the section control system infringed his private life so article
8 of the ECHR was violated. In this case the judge ruled that the police law pro-
vided in a sufficient basis to use the information obtained from the section control
system. As for the claim that the fined man’s private life was infringed the judge
did not accept this line of reasoning because all vehicle drivers are well informed of
the system by means of traffic signs informing car drivers that speed is measured
by means of a section control system. Additionally the records of the time stamp
images of the license plates are to be disposed of after 72hours counting from the
moment the recording of timestamp images starts. Considering the aforementioned
circumstances the judge ruled that the privacy concerns were only violated on a
limited level. The fine had to be paid by the car driver.

Both cases share that information obtained from ANPR systems exist and that
regulatory bodies use this information as evidence for regulatory oversight purposes.
Both share the issue whether usage by regulatory bodies of this evidence infringe
fundamental rights that protects ones private live. At first sight the reasoning of
the judge in the first case is quite straightforward namely in the first case the "job
description" did not provide in a sufficient basis for using the specific information
for regulatory oversight purposes so the issue whether the usage of the specific in-
formation infringed fundamental rights that protects ones private live need not to
be addressed. The nature of the ruling is what we will coin as formal procedural. In
the second case the judge ruled that the usage of the specific information did fit the
job description and that usage of the specific information was granted and therefore
legitimate so the issue whether the usage of the specific information infringed the
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fundamental rights had to be addressed. Due to the fact that the vehicle driver was
well informed at the time he or she drives onto the motor highway A2; he or she
should be aware that the car he or she is driving will be under surveillance of the
section control system. Due to the fact that the records are only kept for a limited
time period the judge reasoned that the fundamental rights preserving ones private
live was violated on a limited level, therefore the usage of the specific information for
regulatory oversight purposes was legitimate. Hence the judge weighted the conse-
quences for the parties involved. The nature of the ruling is both formal procedural
and substantial.

1.3 Ethics and moral

In the case we have to model norms embedded in society with an ethical and sensitive
design in mind than the inevitable and pressing question is: "what is an ethical and
sensitive design in the first place?" Ethics is a branch of moral philosophy, addressing
questions like: "what is a wrong thing to do and what is a right thing to do (in
situation x for example) when y happens". In the cases we introduced in the former
section, we simply have to ask ourself in simple present future tense "is it a right
thing to do?" or "is it a wrong thing to do" or in past perfect tense "was it a right
thing to do?" or "was it a wrong thing to do". Wrong is not the opposite from right
and right is not the opposite from wrong. In moral theory questions about value
play a major role. In a very narrow sense value theory refers to axiology addressing
questions whether objects of value are psychological states or objective states of the
world. Put in a more broader context the value theory concept addresses questions
about the nature of value and its relation to other (moral) categories like naturalistic
goods opposed to human made entities i.e. artifacts. With this distinction in mind
we get a mechanism enabling us to reason about values and tradeoffs, often coined
as an evaluation mechanism. In the above illustrated cases we recognise that values
are weighted but that the underlying mechanism is often opaque by nature and
therefore hard to decipher. How these trade-offs are made is less understood for
example when pluriformity in moral values may exist.

1.4 Judgement

Modelling norms implies that we have to deliberate about the nature of norms to
model in the first place. The concept of value seems a intertwining concept among
alternatives to choose from. In some cases a tradeoff has to be made by some human
or technological component if you like. Making trade-offs brings in the question of
agency. Agency is the capacity to make choices to act [45] [50]. Moral agency is the
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ability to make moral judgements based on some notion of right or wrong . Hence
there exists some evaluation function to judge. Indeed the evaluation function is a
necessary condition, whether the evaluation function is sufficient depends on what
is believed to be true and justified. Recognise the epistemic nature of the logic
buttressing the evaluation function. Moral responsibility on the other side is about
human action and its consequences. The concept of responsibility can be viewed
from two distinct though interrelated concepts namely (1) the merit-based view and
the (2) consequentialist view [68, 69]. Broadly speaking the distinction draws the
line between responsibility as accountability versus responsibility as attributability.
Attributability is a necessary but not a sufficient condition for being accountable. In
the case humans have to deal with with moral issues in certain situations, the concept
of compartmentalization seems important. "Compartmentalization goes beyond that
differentiation of roles and institutional structures that characterizes every social
order and it does so by the extent to which each distinct sphere of social activity
comes to have its own role structure governed by its own specific norms in relative
independence of other such spheres (social space). Within each sphere those norms
dictate which kinds of consideration are to be treated as relevant to decision-making
and which are to be excluded" [45].

1.5 Eliciting requirements in making social and moral values to
design

In today’s society individuals and institutions act with and in sociotechnical sys-
tems. Humans and technological components interact with each other and affect
each other in contingent ways. Designers of aforementioned sociotechnical systems
face a tremendous task in how to address moral norms and how to elicit requirements
to impose onto the design, built and implementation of a sociotechnical system. The
type of sociotechnical systems we have in mind form the class of normative multi
agent systems as defined in [2] Making social and moral values central to a design
stems from the 1970s at Stanford often referred to as Value Sensitive Design (VSD)
first formulated by Friedman [20, 21, 22, 23, 36]. Many similar approaches followed
coined as "values in design", "values and design" and "design for values " [36]. VSD is
a reaction to the idea and practice that a design of an artifact whatever that may be
is a foremost technical and value-neutral task primarily focused on the requirements
of users of the artifact. VSD is a theoretically grounded approach to the design of
technology that accounts for human values in a principled and comprehensive man-
ner throughout the design process[21]. Artifacts as such are the result of thousands
of design decisions. The fact is that these decisions may affect one’s health, safety,
identity or society at large compare coined as "Diesel Dupe" where the EPA (envi-
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ronmental Protection Agency) detected a "defeat device" or software intentionally
designed to cheat with the emission tests in the US. It is the decision to design a
"cheat devise" that makes the issue morally questionable. What we would like to
point out is that design processes are value sensitive in nature and that it is the
choice of the designers whether ethical aspects should be taken into account in the
design processes. Therefore we need an explicit interpretation of what is constituted
as the tacit understanding, just displayed i.e. showed in practice[34];"testing a de-
sign hypothesis is inextricably bound up with the ethical normative framework of
society and with its epistemological principles"[18]. Modeling norms embedded in
society in an ethics and sensitive design perspective is not about modeling ethics
or moral reasoning but reflects the decisional processes buttressing a design process
taking ethical or moral reasoning into account. Indeed a value design perspective is
concerned with the mechanisms making a design process ethical and morally sound
or unsound. Much of the debates concern the development of information systems
technology. Floridi formulated eighteen open problems in the Philosophy of Infor-
mation [16] covering fundamental areas like the information definition, information
semantics, intelligence/cognition, informational universe/nature and values/ethics.
The key question, question P18 is: "does computer ethics have a philosophical foun-
dation?" These types of questions are distinct from the value sensitive design per-
spectives. The question of philosophical foundation relates to the uniqueness debate
[17].

1.6 outline

In chapter 2 we start with the introduction of a code of conduct implemented by
Nike [53, 54]to frame the design task in a principled approach. In this chapter we
address the notion of moral values using categories of type of ethics. First we distin-
guish descriptive ethics from normative ethics which forms can either be rule-based
or virtue-based. Next we address the foundational aspects of any type of ethics,
value pluralism and decision procedural aspects to come up with a procedure to
classify and analyze characteristics of an ethical system. Ethics is always personal
to a human, and in the case a situation is the consequence of human decision mak-
ing, persons may be under a duty to apply value judgments to the consequences of
their decisions, and held responsible for those decisions. Reflexivity shape norms,
tastes and wants of an agent and determine the effectiveness of any system. Af-
ter elaborating on the notions of decision rights, responsibility and accountability
we end up in this chapter with rephrasing the original design question into 7 key
questions formulated in a principled way using the procedure to classify and analyze
an ethical system applied to the code of conduct op Nike. In chapter 3 we address
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the notion of a model as the start and the result of the design process. Chapter
4 entails some concepts and definitions buttressing normative multi agent systems.
Especially we address the problem of mechanism design as formulated by [38]. Using
a verification scenario which separates the process of finding an equilibrium from
recognizing an equilibrium it is possible to design incentive compatible mechanisms
which occurs when the incentives that motivate the actions of individual partici-
pants are consistent with following the rules established by the group. This notion
is paramount in establishing whether the mechanism designed is indeed effective.
We end up in chapter 4 with some observations and characterizations of a design
in general. In chapter 5 we explore the notion of relationships and values and the
commonality of exchange mechanisms when studied from a sociological, anthropo-
logical or economical point of view. We analyze an interaction model between two
agents addressing the question: How much is either agent willing to "give up" (i.e.
to sacrifice) to "get" (i.e. to gain) the wool respectively the cloth? Key problem
addressed is how models representing exchange mechanisms can be extended with
notions of measurement and valuation. Chapter 6 we elaborate on principles, ar-
chitectures and state transitions systems. Models are analogous to Janus structures
representations with an engineering side facing the real world and an abstract side
facing theories[67]. In design practice it is simpler to formulate theories in first order
logics and use explicitly meta reasoning about axioms and postulates; known as the
AGM axioms for theory revision [1]. Finally in chapter 7 we elaborate on ethical
sensitive design. First we reflect on the decision right allocation procedure and the
verification mechanism. Secondly we introduce the notion of creating a vision from
first principles.

2 Moral value(s)

Moral values play a crucial role in our society at large. In the case we were asked
to list examples than the list of examples would be endless. In everyday life we all
experience issues somehow, direct or indirect, related to norms, morality, and ethical
behavior. Can we clarify what is meant by moral values? We start with a short de-
scription of a real life example. Nike is required by the The California Transparency
in Supply Chains Act of 2010 (SB 657) ("Act") effective from January 1 2012 in
the State of California to disclose efforts to eradicate slavery and human trafficking
from direct supply chains [53, 54]. Nike raises expectations of their factory partners
through standards written down in a Code of Conduct containing a statement of
values, intentions and expectations meant to guide decisions in factories. The Code
of Conduct of Nike is freely available for the public and expresses on merit grounds

596



Modeling Norms Embedded in Society

what is expected of factory partners [54]. We site some parts of the text.

• understanding that our work with contract factories is always evolving, this
Code of Conduct clarifies and elevates the expectations we have of our factory
suppliers and lays out the minimum standards we expect each factory to meet

• It is our intention to use these standards as an integral component to how
we approach NIKE, Inc. sourcing strategies, how we evaluate factory per-
formance, and how we determine with which factories Nike will continue to
engage and grow our business

• We believe that partnerships based on transparency, collaboration and mutual
respect are integral to making this happen

• Our Code of Conduct binds our contract factories to the following specific
minimum standards that we believe are essential to meeting these goals

Next there are eleven "principles" listed such as:

• EMPLOYEES are AGE 16 or OLDER. Contractor’s employees are at least
age 16 or over the age for completion of compulsory education or country legal
working age, whichever is higher. Employees under 18 are not employed in
hazardous conditions

• HARASSMENT and ABUSE are NOT TOLERATED. Contractor’s employees
are treated with respect and dignity. Employees are not subject to physical,
sexual, psychological or verbal harassment or abuse

• The CODE is FULLY IMPLEMENTED. As a condition of doing business with
Nike, the contractor shall implement and integrate this Code and accompa-
nying Code Leadership Standards and applicable laws into its business and
submit to verification and monitoring. The contractor shall post this Code,
in the language(s) of its employees, in all major workplaces, train employees
on their rights and obligations as defined by this Code and applicable country
law; and ensure the compliance of any sub-contractors producing Nike branded
or affiliate products

2.1 Design question
Suppose hypothetically that we were asked to design a normative multi agent sys-
tem based on the Code of Conduct of Nike. We can come up with a design question
as follows: "why is a code of conduct needed?" and "does the contents of the Code
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of Conduct meets its objectives of the public, here the state of California?" Subse-
quently the next question emerges: "if we implement the current code of conduct
will it suffice to ensure Nike and other stakeholders of the company that the sup-
pliers actually realize the objectives as stated in the code of conduct?" A normative
multi-agent system can be defined as a system by means of mechanisms to represent,
communicate, distribute, detect, create, modify, and enforce norms, and mechanisms
to deliberate about norms and detect norm violation and fulfillment [2]. We adopt
the mechanism design definition because is formulates precisely what a normative
multi-agent system does. Alas our definition does not help us right away how to
elicit the norms themselves. We have to look at the design question more in-depth
and take a closer look at the content of the code of conduct.

2.2 Descriptive ethics

As we learned Nike is required by the "The California Transparency in Supply Chains
Act of 2010 (SB 657) ("Act")" effective from January 1 2012 in the State of California
to disclose efforts to eradicate slavery and human trafficking from direct supply
chains [53]. Apparently this is why we need a code of conduct. Code of conducts
come in various forms and are most of the times descriptive in nature: in our example
it discloses efforts to do x to achieve y. By means of the code of conduct stakeholders
can uncover management’s attitude, convictions and conceptions towards values that
matter. Indeed it reflects what actions society rewards or punishes; in our case in the
first place the law. Descriptive ethics involves empirical investigation often studied
in the fields of biology, psychology, sociology, economics and management sciences.
Theories and empirical findings find their way in philosophical arguments. As a
consequence descriptive ethics is relativist, situational, situated or both. Merely
descriptive ethics relate to the discourse of social sciences i.e. cultures and cultural
norms: conceived as standards of proper or acceptable behavior [49]. Culture can
be defined as "Culture is a patterned way of thinking, feeling and reacting, acquired
and transmitted mainly by symbols, constituting the distinctive achievements by
human groups, including their embodiments in artifacts. the essential core consists
of ideas and especially their attached values."[42].

2.3 Normative ethics

The state of California aims to eradicate slavery and human trafficking from direct
supply chains. In this context to eradicate means to destroy, exterminate practices
like slavery and human trafficking in supply chains. In the case we interpret de Law
normatively than our analysis will not start with the code in conduct in mind, but we
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would start to ponder about how one ought to act. Normative ethics studies ethical
action, more precisely what makes actions wrong or right. Hence the fact that there
is a Law stating that slavery and human trafficking has to be exterminated means
that there is a practice of slavery and human trafficking; and that the institutions
of the state of California has judged that slavery and human trafficking is no longer
accepted by society and therefore such practices are no longer accepted. Using the
term eradicate does not make a Law normative in nature in the deontological sense.
Where the meaning of moral language is concerned lies in the realms of meta-ethics.
A meta-ethical question would be "is is possible to eradicate slavery and human
trafficking in supply chains in general". Positing this question introduces important
notion whether an ethical claims can be judged at all. Deontology is the study
of that which is an "obligation or duty", and consequent moral judgment on the
actor on whether he or she has complied. Deontology is an approach to ethics that
determines whether acts, or the rules and the duties of an agent performing the act
is good or right. So goodness or rightness is judged by the act itself and not by
the consequences. In deontology it is possible that an act considered as right or
good that the act itself produces bad consequences even (!) in the case an agent
who performed the act lacks virtues and had a bad intension in performing the act.
The same is true in the case an act does not have any consequences at all in terms
of the resulting effect pursued by performing the act. Hence it is possible that an
agent did perform the act purposely wrong than he or she still did the right thing
in deontology approaches to ethics. In the case we want to rule out such behavior
than we have to spell out all acts, rules and duties to comply with. Up to this
point we stress to point out that there is a distinction between rule-based ethics
versus virtue-based ethics. Like in deontological approaches to morality the rule-
based ethics focuses on acts and maintains that these rules are moral or not, to
the extent of conformity, failures to conform to certain rules or principles. Virtue
ethics on the other side holds the position that morality rests upon moral qualities.
So it seems correct to impose that rule-based ethics is governed by concepts like
acts, moral rules and moral principles and that virtue ethics is governed by moral
dispositions, emotions, states of character and the flourishing of human beings. In
virtue ethics morality is directly linked i.e. intimately linked to the person who
acts, to his or her character and situation. It can be the case that the same act is
morally wrong or right subsidiary on who acts and the conditions under which the
act is done [60, 61]. We recognize the concept of compartmentalization stating that
differentiation of roles and institutional structures that characterizes every (social)
order and it does so by the extent to which each distinct sphere of social activity
comes to have its own role structure governed by its own specific norms in relative
independence of other such spheres (social space). Within each sphere those norms
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dictate which kinds of consideration are to be treated as relevant to decision-making
and which are to be excluded. [45].

2.4 Many values

We could extent our analysis for all categories of ethics like anarchist ethics, prag-
matic ethics, role ethics, information ethics, machine ethics, utilitarian ethics, virtue
ethics, hedonism, consequentialism, stoicism, evolutionary ethics, applied ethics like
business ethics et cetera. An ontological approach seems to fail in getting answers
to our design questions in the case we were hypothetically asked to design a nor-
mative multi agent system based on the Code of Conduct of Nike. Simply because
we have to evaluate whether one of the type(s) of ethics fits our purpose so we can
determine design principles which guides our design in setting, implementing and
realizing the design objective(s) (i.e. goal(s)). A design principle is a normative
principle on the design of the artifact [31]. In general ethics or moral philosophy
is a branch of philosophy that deals with values relating to human conduct, with
respect to rightness (goodness) and badness (wrongness) of motives and end(s) of
such actions. It needs no elaboration to state that there are many different moral
values coined as moral value pluralism. Hence value pluralism is not about different
value systems. Our key concern is how to evaluate all these different values in a
coherent way, so we can make informed decisions to characterize the ethics adhered
by stakeholders. Moral values can be characterized by being monist or pluralist[46]
denoted as M respectively P. Monists claim that there is only one ultimate value.
Pluralist defend the position that there are several distinct values. Each value can
be classified along three dimensions namely (1) foundational, (2) normative and (3)
decision procedural. Foundational entails that there is no one value that subsumes
other values denoted as F. Normative posits there is a bearer of value denoted as
N. The third characteristic decision procedural refers to a certain form of conse-
quentialism (i.e. a representation) has its criterion of goodness or the right action
denoted as S. The possible relationships are represented in figure 1 value pluralism.

Now we can come up with a procedure to classify a moral value and analyze the
characteristics. Reading from left to right we are able to generate a table with all
possibilities.
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Figure 1: Pluralism

Found Mon/Plu Norm Scale
F M N Representation
F M ¬N Representation
F P N Representation
F P ¬N Representation

Moral Value
¬F M N Representation
¬F M ¬N Representation
¬F P N Representation
¬F P ¬N Representation

Observe that it does not matter how the table is scrambled. Consider the features
of F, M, P and scale as categories in the set theoretical sense. Observe that the
set of scales can be empty. Informally we are now able to define a moral value (MV)
as a set MV =((F),(N),((P),(M)),(S,∅)).

2.5 Human agency

Human agency is the capacity to make choices and entails the claim that humans do
in fact make decisions and enact them on the world [50]. This particular capacity
is always personal to that human, though considerations of the outcomes enacted
from private acts of human agency for us and others can then be thought of as
an instantiation of moral value of a given situation wherein agents will, or have
acted. In this type of situation we speak of moral agency. If a situation is the
consequence of human decision making, persons may be under a duty to apply value
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judgments to the consequences of their decisions, and held to be responsible for
those decisions. To understand moral value is to understand how decision rights are
dispersed among agents and who decides. Note we are not addressing how agents
decide or how they come to decisions. Discussions on the notion of free will and
theorizing on the nature of rationality in making choices et cetera are very important
to understand the effectiveness of a (moral) value system but it does not affect the
question who decides justifying the choices buttressing a (moral) value system. Since
the capacity of decision making is always personal to begin with, we have to address
an important concept known as reflexivity. Reflexivity has a profound place in
social theory and refers to an act of self reference recognizing forces or pressure
within the environment and his or her place in the social structure. Agents with a
low level of reflexivity are said that the environment shapes the individual norms,
tastes, wants et cetera. Agents with a high level of reflexivity shape their own norms
and tastes. Reflexivity addresses autonomy and thus autonomous action of an agent.
Reflexivity is both a subjective process of self-consciousness inquiry and the study of
behavior where relationships are concerned. Reflexivity seen as a subjective process
of self-conscious inquiry is phenomenological in nature. Phenomenology studies the
structures of consciousness as experienced from the first persons perspective. Here
we enter the realms of intentionality, being the central structure of an experience
directed towards an object by virtue of its content or meaning which represents the
object [5]. We will address the meaning of intentionality later on in more detail.
Agency and reflexivity play an important role in designing effective and efficient
(corporate) organizational structures, information and communication systems [57].
It needs no elaboration that with decision rights and the choice to exercise these
decision rights (i.e. often coined as (decision) power) there comes a responsibility
issue. Decision rights, responsibility and accountability are intertwined concepts
hard to decipher. One can feel responsible and act accordingly what the agent sees
fit at some moment, although the agent did not have any formal decision rights
attributed to him. Did the agent do the proper thing? If the situation turned
out to be worsened because of the agent’s interference, how would we judge? On
the other hand an agent can decide for whatever reasons not to act, although the
agent did have formal decision rights attributed to him. Did the agent do the
proper thing? If it turns out that it was a bad decision not to act than we might
judge de agent to be negligent. How to reason when somebody delegates his or her
decision task to another agent and the same situations occur under the condition of
delegation? The concept of responsibility can be viewed from two distinct though
interrelated concepts namely (1) the merit-based view and the (2) consequentialist
view. Following Strawson the distinction draws the line between responsibility as
accountability versus responsibility as attributability [69]. The two categories do not
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always fit the situation. Contemporary views have introduced what is coined as "The
answerability model". In this view attributability and accountability selfdisclosure
is the target of appraisal and is judgemental sensitive. Indeed reflexive notions can
play a role here, like socialisation and adaptive behavior et cetera. Here we have
the proper considerations and motivation for the need of normative multi agent
systems as we defined it above. Moral behavior of agents needs to be monitored
and outcomes are judgmental sensitive if we accept a human centered perspective
on systems.

2.6 Design question revisited

If there is a moral value than there must be a belief characterized as a propositional
attitude, informally defined as the mental states of an agent or a group of agents
having some kind of attitude, or opinion about a proposition or about a potential
state of affairs in which a proposition is true. In our case it is the belief of the state
of California that slavery and human trafficking should be rooted out in the supply
chain of companies resident in the state of California. Needless to say that a belief
characterized as a propositional attitude is similar to the goal setting processes of en-
terprises, organizations, forms, soccer clubs et cetera, sharing their vision by means
of belief systems [66]. Furthermore there is a decision right allocation procedure but-
tressing responsibilities and accountability and warrants that the appropriate rules,
standards, regulations, rewards and punishment are established. We extent our defi-
nition MV with beliefs denoted as B and decision right allocation procedure denoted
as DRAP; we informally define MV = ((B),(F),(N),((P),(M)),(S,∅),(DRAP)).

Now we can return to our design question. We asked ourselves "Why is a code of
conduct needed?" and "does the contents of the Code of Conduct meets its objectives
of the public, here the state of California?" Subsequently the next question emerged:
"if we implement the current code of conduct will it suffice to ensure Nike and other
stakeholders of the company that the suppliers actually realize the objectives as
stated in the code of conduct?" By rephrasing the original questions we get 7 key
questions to address:
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Questions Sets
1. What is the believe of the state of California with reference

to slavery and human trafficking?
7→B

2. Are the values expressed by extricating slavery and human
trafficking from direct supply chains subsumed in other val-
ues?

7→F

3. Are there several distinct values expressing extricating slav-
ery and human trafficking?

7→P,M

4. Who are the value bearers in the supply chain? 7→N
5. How are the decision rights dispersed in the supply chain,

who is responsible and accountable ?
7→DRAP,N

6. What rules, standards, regulations, rewards and punishment
are established preserving moral values in the direct supply
chains?

7→N

7. If applicable is there a representation expressing the moral
value in communication processes?

7→S

Observe that the object in the case of Nike is the direct supply chain. So from a
design perspective the design objective is to come up with a design for direct supply
chains that warrants that slavery and human trafficking is rooted out from the direct
supply chains of Nike that is of the production of sportswear. The seven questions
guide the designer to elicit the informational requirements. When we humans design
things for the purpose of improving thought or action we actually create an artifact
that has a physical presence we can actually manufacture or construct or has a
mental presence we can actually learn. Both artifacts are equally artificial since they
both would not exist without human invention. Clearly cars, papers, computers,
doors, sportswear et cetera are physical artifacts, where reading, listening, logic,
language are mental artifacts. Hence mental artifacts produce rules and structures
in information structures. It needs no elaboration that mental and physical artifacts
are related to each other. Consider in our case the distinction between rule-based
ethics versus virtue-based ethics. Clearly rule-based ethics and virtue-based ethics
are mental In the case we accept that physical and mental artifacts are equally
artificial than we must accept in the real that information structures represented in
the mental artifact are equivalent to the physical artifact represented in terms of
physical properties[55]. This is why representations express any system; the notion
of model plays a central role in any design.
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3 The notion of a model

A model is considered to be a representation of some object, behavior, or a system
that one wants to understand [55]. In everyday life we are on a day to day basis
involved in making decisions about what should a model should look like to become
meaningful and therefore useful. For example think of working procedures at your
work, deadlines to meet with clients, appointments to make for personal reasons
at the doctor, working conditions to respect when we engage in a trade in foreign
or domestic countries, appraisal to give in the case good work is delivered by an
employee, or punish someone who didn’t do a proper job et cetera. In all these cases
we have some sort "workflow model", "process model" or "communication model"
in mind shared with colleagues, clients, vendors, et cetera in some format, which
for example can serve as a plan for organizing ones work, getting things done, or is
somehow useful for goalsetting purposes or all three together. In the end you want to
make sure that people you work and communicate with understand your goals and
your wants. A model is always the result and the start of a design process. "A design
process is an abductive sensemaking process, a step of adopting a hypothesis as being
suggested by the facts ... a form of inference, albeit inference of "best guesses" leaps
[..]. A logic of what might be. It is not entirely accurate, âĂę it is the argument
to the best explanation, the hypothesis that makes the most sense given observed
phenomena or data and based on prior knowledge" [43]. In a scientific context
testing a hypothesis means confronting statements about an assumed relationship
between phenomena with empirical facts. In a design context the terms testing and
hypothesis tends to shift in meaning, a design assumption is not a matter of being
true or false but given a particular context it is a matter of being the best solution
based on vision and believes [10]. As a consequence very different logics of discovery
may be at work in design practices, and the way they are mixed may vary form case
to case, from situation to situation, from context to context and so on. Whatever
mix or configuration of elements, we will always need (good) theories to account for
what happened. Theories are constitutive for every design just because we need to
understand why some things do work and other things do not work or will never
work. We must explain in advance why. Put in other words, we need a explicit
interpretation of what is constituted as the tacit understanding, just displayed i.e.
showed in practice [34]. Some authors state that "testing a design hypothesis is
inextricably bound up with the ethical normative framework of society and with
its epistemological principles" [18]. A model represents a justified true believe. A
specific issue has to be addressed know as the Gettier problems in epistemology
[25]. There are two generic features that characterize the original Gettier cases, (1)
fallibility and (2) luck. Fallibility implies that there are strong indications that the
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justification favors that the belief is true, without proving conclusively that it is.
Luck refers to how the belief manages to combine being true with being justified
given the fact that the well but fallibly justified belief in question is true. This
notion is very important in the case we have to gather evidence and make inferences
whether the behavior of a system, group of systems, human, groups of humans,
object or a group of objects can be judged to behave ethical or being ethical.

4 Normative multi-agent systems: some concepts and
definitions

4.1 Agents

An agent is defined as "a computer system that is situated in some environment, and
that is capable of autonomous action in this environment in order to meet its design
objectives"[72]. An intelligent agent is such a computer system that is capable of
flexible autonomous action where flexibility implies (1) reactivity, (2) pro-activeness
and (3) social ability. Reactivity means that the computer system is aware of its
environment, and is able to respond in a timely fashion to changes. Pro-activeness
means that the computer system is able to take initiative. The third implication
concerns the ability to interact with other computer systems and humans. A multi-
agent system is a system composed of multiple, interacting computer systems. What
makes a multi-agent system intelligible? Imagine that only one computer system has
the capability of flexible autonomous action and the other computer systems do not
have this capability? What type of agent system do we have? Hence identifying
that some system is hybrid is not enough. We need to know precisely. In [73] the
definition of an agent is slightly altered. Instead of design objectives, agents should
meet delegated objectives. This seems trivial from a machine centered point of
view but from a human centered point of view this is a big shift in perspective and
has major implications. The notion of delegation is directly related to the notion
of agency, accountability and responsibility. If it is possible to design, build and
implement environmental aware computer systems, and these computer systems be-
come or are empowered than studying multi-agent systems from a normative stance
raises some deep fundamental theoretical issues with large practical implications.
One should bear in mind for example that empowerment in general beholds a man-
agement practice of sharing information, rewarding personnel, and share decision
power with employees so that they can take initiative and make decisions to solve
problems of some kind to improve services and performance [65]. Empowerment is
based on the idea that giving employees capabilities, resources, authority, oppor-
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tunity, motivation, as well as holding them responsible and accountable for output
and outcomes of their actions so that they will contribute to their competence and
satisfaction. Hence shared vision and shared mental models guide local decision
makers [63]. In the case we view a computer system as a local decision maker than
we have to make sure that the local decision maker acts according to the shared
vision. Needless to say that (normative) control systems need to be in place to
guide local decision makers and to make sure that local decision makers act within
the boundaries fencing their decision power. Allocation of decision rights buttresses
the notion of delegation. This (design) issue will be addressed later in this chapter.
First we have to explore the notion of normative multi-agent systems.

4.2 Normative multi-agent systems: mechanistically viewed

Earlier we defined a normative multi-agent system as a system by means of mech-
anisms to represent, communicate, distribute, detect, create, modify, and enforce
norms, and mechanisms to deliberate about norms and detect norm violation and
fulfillment [2]. This definition takes the mechanism design point of view. In general
a mechanism is a mathematical structure that models institutions through which for
example economic activity is guided and coordinated. There are many kinds of these
institutions for example law makers, administrators, managers of private companies
like chief executive officers create institutions in order to achieve their desired goals
[38]. The problem of mechanism design is: Given a class Θ of environments, an out-
come space Z, and a goal function F, find a privacy preserving (i.e. a decentralized)
mechanism π = (M,µ, h) that realizes F on Θ, where M is the message space, µ
denotes the (group) equilibrium message correspondence µ : Θ 7→M and h denotes
the outcome function h : M 7→ Z. The key insight of [37] was that information
about the environment, facts that enable or constrain possibilities are distributed
amongst agents. In the case an agent is not able to observe some aspect of the
prevailing environment, than the agent does not have the information to guide his
or her actions, unless the agent is communicated to by another agent who was able
to observe. More specifically an agent is not able to observe the private information
of another agent. Hence dispersion of private information amongst agents, known
as information asymmetry, gives rise to specific incentive problems. By means of
a verification scenario which separates the process of finding an equilibrium from
recognizing an equilibrium it is possible to design incentive compatible mechanisms
which occurs when the incentives that motivate the actions of individual participants
are consistent with following the rules established by the group. Simply put in a
verification scenario each agent reads the announced message by saying yes or no.
The proposed outcome is judged acceptable if and only if the agents’ responses are
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Figure 2: CommutingDiagram

affirmative. The message exchange process consists of three elements first a message
space M, second a group equilibrium message correspondence µ, denoted µ : Θ 7→M
and third outcome function h, denoted as h : M 7→ Z. A message space M consists
of the messages available for communication. Messages may include formal written
communication like contracts among buyers and sellers, accounting reports, produc-
tion statistics, emails et cetera. Now it is easy to see that the group equilibrium
message correspondence µ associates with each environment, θ, set of messages µ(θ),
that are equilibrium messages for all the agents. Assume that the messages were
proposed actions, than µ(θ) consists of all proposals to which each agent would agree
in θ. The outcome function h translates messages into outcomes. As we have seen
a mechanism π can be defined as an triple π = (M,µ, h). In the case π operates in
a environment θ than the result is outcome h(µ(θ)) in Z. In the given space Θ, for
all environments, the mechanism π leads to the desired result by the agent in that
particular environment, than we say that π realizes F on Θ. In short π realizes F
if for all θ in θ, h(µ(θ)) = F (θ). Actually the equilibrium message µ represents the
behavior of the agents. The concept can be represented in a commuting diagram as
shown in figure 2

4.3 Effectiveness

The performance of a mechanism just described depends on elements that constrain
the situation, like technological possibilities or those elements that define (i.e. in-
fluence) preferences of an agent, that are not subject to control or influence of the
designer of the mechanism. The totality of all these elements is coined as the envi-
ronmental space. In our exposition Θ. Furthermore we know that it is the case that
no one, including the designer knows the prevailing environment θ and thus does not
know the group equilibrium message µ. Agents know only their own parameters,
the designer knows the environmental space Θ and the goal function F, informally
defined as the class of environments for which the mechanism is to be designed for
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and the criterion of desirability. Remember the goal function F, reflects the agents
criteria for evaluating the outcomes for example efficiency criteria, fairness criteria
and so on. Indeed the mechanism provides in a logic in which ethical and moral
criteria can be evaluated. These criteria are widely known to be effectiveness criteria
[59]. As we will see later the notion of effectiveness plays a major role in designing
all sorts of control and monitoring systems ensuring that goals of the designer are
met. There are two crucial aspects we did not pay attention to namely the notion
of the game form solutions concept and the revelation mechanism.

4.4 Game form mechanism

More precise the mechanism can be formulated in a game theoretical normal form.
The game is defined by the agent’s strategies, S1 ...SN and their pay-off functions
Ψ1...ΨN . The joint strategy space is the Cartesian product of the agents strategies
denoted as S = S1×...×SN . The pay-off function represents the utility of the agent
when the joint strategy s = (s1...sn) is used. The value h(s) refers to the outcome
when the joint strategy s is used and the value of the pay-off function ,when s is
used, is the value of the composite Ψi(s) = ψi(h(s)), where ψi(s) denotes the utility
of h. The game can be written as G = G(S, h), so in the case the environment
is θ, the utility function allows the agent to evaluate the pay-off from the joint
strategy, when the outcome function is h. The solution concept and the specified
message space induces privacy preserving group correspondences from the identified
parameter space into the message space M, to be identified with the correspondences
µi and µ. In the case N-tuple (µ1...µn) is an equilibrium, whatever type, the resulting
messages in each environment θ, defines the correspondence Θ to M. Now we can
easily see that once G implements a goal function F, then there is a mechanism π
realizing F only in de case the correspondence µ makes the diagram commute (figure
2).

4.5 Incentive compatible and the revelation principle

Earlier we stated that an agent only knows his own characteristic, that is in the case
of environment θ , agent i knows θi and his behavior depends only on the private
information he has. We do agree on the fact that communication buttresses institu-
tions like markets, organizations et cetera [33]. Opportunities for mutually hopefully
beneficial transactions, social encounters et cetera cannot be found unless individuals
share information about their preferences and endowments. The revelation princi-
ple states that, for many purposes, it is sufficient to consider only a special class of
mechanisms, called incentive-compatible (direct or encoded) revelation mechanisms.
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As we have seen the key idea is that each individual is asked to report his private
information to a mediating mechanism. A direct-revelation mechanism is said to
be ’incentive compatible’ if, when each individual expects that the other persons
(or agents in the sense of computer systems) will be honest and obedient to the
mediating mechanism, then no individual (or agent) could ever expect to do better,
given the information available to him, by reporting dishonestly to the mediating
mechanism. So as a consequence the mechanism is incentive compatible if and only
if honesty and obedience is in equilibrium of the resulting communication game.
Hence for any equilibrium of any general communication mechanism, there exists an
incentive-compatible (direct or encoded) revelation mechanism that is equivalent.
This proposition is the revelation principle [51]. Hence the notion of equivalency
(classes) determine under what conditions the commuting diagram commutes. Ob-
serve that it is also assumed that the mediating mechanism also needs to be honest
and obedient. These values seem to guide actions of all participants in the game and
therefore should be accounted for in the design of the mechanism that realizes the
game. Participants in the game need to trust one another so each participant must
be able to verify the proposed outcome often coined as transparency. In the case
agents (human or computer systems) participate in a game than an agent is as well
a principal as an agent. Stated otherwise their relationship is by nature reciprocal.
Technically from a machine (that is a computational) point of view we recognize the
notion of symmetric bi-directionality.

4.6 Incentives

In the case a principal delegates a task to an agent who has different objectives than
delegating this task becomes problematic when the information about the agent is
imperfect. Hereafter we will explicitly make a distinction between human agents
and agents which are computer systems. Following [44] "If the human agent has a
different objective function but no private information, the principal could propose
a contract that perfectly controls the agent and induces the latterâĂŹs actions to be
what he would like to do himself in a world without delegation". As a result incentive
problems disappear. Alas conflicting objectives and decentralized information are
thus the two basic ingredients of incentive theory. We will argue that even though
objectives do not conflict or information is centralized that incentive problems still
can occur. Think of fraud, criminal organizations, bribery, market misconduct, CEO
compensation, slavery, environmental pollution et cetera. Here we enter the realm
of norms and normative behavior. Three types of problems might occur in the case
the human agent with private knowledge. First we have moral hazard or hidden
action issues. Secondly we have adverse selection of hidden knowledge and thirdly
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the case of non verifiability. Non verifiability relates to the issue of sharing ex-post
the same information but that no third party or no court of law can observe this
information.

4.7 Some observations

When µ represents the actual behavior than this mechanism is compatible with the
social definition of normative multi agent systems. In [2] a normative multi agent
system is defined as "a multi agent system governed by restrictions on patterns
of behavior of the agents in the system that are actively or passively transmitted
and have a social function and impact". Patterns are represented as actions to be
preformed, dictating what actions are permitted, empowered, prohibited or oblig-
atory under a set of conditions and the specified effects when compliant and the
consequences being not compliant with the set of conditions i.e. the norms. Hence
the group equilibrium message correspondence µ associates with each environment,
θ, set of messages µ(θ), that are equilibrium messages for all the agents. In the
case the messages contain proposed actions, than µ(θ) consists of all proposals to
which each agent would agree in θ. So the equilibrium message µ actually repre-
sents the behavior of the agents. The introduction of a verification scenario in the
mechanism which separates the process of finding an equilibrium from recognizing
an equilibrium makes it possible to design incentive compatible mechanisms which
occurs when the incentives that motivate the actions of individual participants are
consistent with following the rules established by the group. This is exactly what
we are trying i.e. aiming to achieve following the rules of the group. A verification
scenario warrants that each agent reads the announced message by saying yes of no.
The proposed outcome is judged acceptable if and only if the agents’ responses are
affirmative. The goal function F reflects the agents criteria for evaluating outcomes,
attributes of the outcome concern objectives like efficiency, fairness, effectiveness,
compliance, reliability, trust whatever objectives formulated by the designer of the
mechanism. It should be noted and emphasized that the equilibrium is founded in
the logic of the price mechanism i.e. demand and supply mechanisms. In the case of
the model proposed by Hurwicz the application was demonstrated using Walrasian
tantonnement mechanism with continue price functions. The price mechanism in
general has sound mathematical properties we will explore in the next chapter. The
mathematical properties can be revealed using commuting diagrams. Commuting
diagrams are a simple means to display some objects, linked together with arrows
representing in our case functions. Commutativity means that the two paths de-
picted in figure 2 amount to the same thing; any two paths of arrows in the diagram
that start at the same object and ends at the same object compose to give the same
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overall function. Instead of arrows the term morphisms is also used. So arrows are
all set functions which in each appropriate case satisfy conditions relating to that
structure[29]. We are interested in the way the arrows behave and the commonality
they all have.

5 Relationships and values
The price mechanism ensures that a market price of a good and or service accu-
rately summarizes the vast array of information held by market participants [6]. In
the case prices depict i.e. fully reflect all available information than we say that
the market is efficient[15]. Critics argue that markets are imperfect due to a range
of all sorts of cognitive biases. But it needs no elaboration that the information
aggregation characteristic of the pricing system buttresses many theories about the
communicative function of prices and the decisions participants in the marketplace
make to exploit business opportunities in the creation of value. It is the notion of
value in this respect what is of interest for our purpose designing systems, partic-
ularly normative multi agent systems. Prices in economic theory reflect the value
of an exchange in the marketplace such as buying and selling transactions. In early
social theory the exchange mechanism is also used in analyzing social and anthropo-
logical mechanisms. Simmel uses the economic concept of value and argues that we
should make a distinction in the exchange of value and the value exchange [64]. His
first observation was that economic value is not just value in general but a definite
sum of value, resulting from the commensuration of two intensities of demand to
be exact the exchange of sacrifice and gain. An exchange is not a by-product of
the mutual valuation of objects but its source [4]. For our purposes it suffices to
look at value as defined in sociology, economics and anthropology[30]. Sociological
concept of value is merely a conception of what is a good, proper, or desirable way
to behave. In economic sense value refers to the degree to which objects are desired
i.e. wants as measured how much others are willing "give up" to "get" these objects.
Linguistically value might be defined as a meaningful difference. Hence they are
all refractions of the same thing. Indeed they have some things in common and
they might even share some properties. In the next section we explore the exchange
mechanism in more detail.

5.1 Exchange mechanism characteristic
To describe a social encounter in a restaurant or an economic transaction in the
marketplace in most cases agent models are used. Assume that we have an agent
A who is willing to sell wool in some quantity at some price, given some quality
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standard. There is another agent B who is willing to sell cloth in some quantity at
some price. Indeed there are different standards of quality in cloth, so the cloth for
sale has some quality standard. Suppose agent A wants to buy cloth, and agent B
wants to buy wool. The key question is then: How much is either agent willing to
"give up" (i.e. to sacrifice) to "get" (i.e. to gain) the wool respectively the cloth?
Typically this formulation captures precisely what is exchanged. It does not say
anything how or when exchanges will actually occur. Exchanges are by definition
reciprocal in nature and come in a large variety of what we coin as means like signed
contracts, shaking hands et cetera. For example signing a contract by both parties
is performative in nature; by the act of signing, we communicate that the exchange
is done. Hence a signed contract affords exchanging. An affordance establishes the
relationship between an object or an environment and an organism here a (human)
agent through a stimulus to perform an action. In our example the stimulus is the
signed contract and the detectable change in the external environment. We assume
that the agent is sensitive and therefore able to respond to external (or internal)
stimuli. This presumption is known as sensitivity. We have to realize that affor-
dances are very special in nature. Following Gibson affordances of an environment
are in a sense objective, real, physical unlike values and meanings, which are sub-
jective, phenomenal and mental. But if we look closer than we must assert that
affordances are neither an objective property nor a subjective property; hence they
are both objective and subjective. It is equally a fact of an environment and a fact
of behavior. An affordance points both ways, to the environment and to the agent
(observer) [26]. Agents occupy niches of the environment, where we define a niche
as a collection of affordances. Hence often we use terms like habitat or social space
of an agent. Affordances can be measured with scales and standard units used for
example in physics but they are as we have seen not just physical properties for
they have unity relative to the posture and behavior of an agent. In our exposition
we are interested in the unity relative to (moral) values. It seems that there are
two interrelated notions of cognition at work: (1) experimental cognition and (2)
reflective cognition. Experimental cognition leads to a state in which a (human)
agent perceives and react to events around us. The reflective mode of cognition is
about compulsion, contrast, thought and decision making. The difference lies in the
technical details of the information structures of our brain; experimental cognition
involves data-driven processing, where reflective cognition involves planning. Ob-
serve that via reflective mode of cognition we train i.e. learn to become an expert
whose skill is that of experimental cognition[55]. Here we enter the realm of prefer-
ences, utility and the notion of bounded rationality. We will explore these notions
later on in this chapter. First we return to our example i.e. problem introduced in
this chapter.

613



Christiaanse

Figure 3: Barter Exchange

5.2 The exchange cycle: value exchange - exchange of values
Remember the situation in which an agent A who is willing to sell wool in some
quantity at some price, given some quality standard. We have another agent B who
is willing to sell cloth in some quantity at some price and that there were different
standards of quality in cloth, so the cloth for sale has some quality standard. Now
agent A wants to buy cloth, and agent B wants to buy wool. Our key question
was: How much is either agent willing to "give up" (i.e. to sacrifice) to "get" (i.e. to
gain) the wool respectively the cloth? The situation can be depicted graphically as
follows.

We think it needs no elaboration that sacrifices and gains balance when equilib-
rium is reached. Informally our key question can be rephrased algebraically as:

QS
W(q)

: QB
C(q)

= QS
C(q)

: QB
W(q)

(1)

Where

- The quantity of some object O, is denoted as Q

- The seller, denoted as superscript S of some object O

- The buyer, denoted as superscript B of some object O

- The object wool, denoted as subscript for some object O here Wool, denoted
as subscript W of object Wool

- The object cloth, denoted as subscript for some object O here Cloth, denoted
as subscript C of object Cloth

- The quality, denoted as subscript of a object (q)

Now we have to extend the model with the notion of measurement and valuation.
In general a quantity is a property of a phenomenon, body or substance. Basically
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quantities are organized in a system of dimensions - SI. There are so-called base
quantities like length and time for example, and quantities that are derived from
these base quantities. Hence each base quantity has its own dimension which prop-
erty has a unique magnitude that can be expressed as a number and a reference.
Observe that each derived quantity’s dimension follows from the derivation itself
[32]. Rearranging our equation we get:

QS
W(q)

QB
C(q)

=
QS

C(q)

QB
W(q)

(2)

Now we extend our equation with the notion of measurement for the quantity of
object O:

QS
W(q)

QB
C(q)

· Q
st
WQm

W

Qst
CQ

m
C

=
QS

C(q)

QB
W(q)

· Q
st
CQ

m
C

Qst
WQm

W

(3)

Where the quantity of the object O is measured in some standard unit expressed
as a number and a reference denoted as superscript st and superscript m, the di-
mension quality denoted as (q) of object, the dimension absolute frequency as a
number of objects. Standard units expressed as a number and a reference Qst

OQ
m
O in

(3) can be denoted as U(Oq)S for the sell side and U(Oq)B for the buy side, where U
denotes the standard unit expressed as a number and a reference. The quantity of
the object O is measured in some standard unit U and the measurement is expressed
as a product Q · U, the dimension quality denoted as q of object, the dimension
absolute frequency as a number of objects. We get:

QS
W(q)

QB
C(q)

·
US

Wq

UB
Cq

=
QS

C(q)

QB
W(q)

·
US

C(q)

UB
W(q)

(4)

Analogue to the definitions of equation (4) we can write (5) with the notion of
measurement defined as U for the quality of objects O as:

QS
W(q)

QB
C(q)

·
US

Wq

UB
Cq

· U
S
W

UB
C

=
QS

C(q)

QB
W(q)

·
US

C(q)

UB
W(q)

· U
S
C

UB
W

(5)

It is quite easy where the money part comes in, just multiply the equations
with a unit of measurement for money. Let v is the dimension of currency, denoted
as v for the money unit. Observe that in our equation each base quantity has its
own dimension which property has a unique magnitude that can be expressed as
a number and a reference. Hence the unit v is easy extensible to a multitude of
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currencies. For our purposes we leave this subject to a rest. In the case we define
the unit of measurement for money as we get:

QS
W(q)

QB
C(q)

·
US

Wq

UB
Cq

· U
S
W

UB
C

· Uv

Uv
=

QS
C(q)

QB
W(q)

·
US

C(q)

UB
W(q)

· U
S
C

UB
W

· Uv

Uv
(6)

It is straightforward to see when we multiply all variables i.e. factors that we
only have a money measure and that all information is encapsulated in the money
measure. When markets are efficient in the way Fama formulated than it is very
useful to use market based measures for evaluation procedures[15, 58, 57]). As we
mentioned earlier this line of reasoning met some critiques from theorists and exper-
imentalists that the behavioral assumptions underlying the information aggregation
characteristic are flawed. In general the critiques concentrate on the rationality as-
sumptions and that one should look for evidence about what humans actually do
[8]. As for economists, sociologist, anthropologists and psychologist equation (5)
is quite interesting. Economists are interested in the price behavior and market
conditions. For example market regulation issues like monopolistic behavior and
transaction cost economics coined as market and organizational failure theories [71].
Basically Williamson argues that bounded rationality characteristics combined with
opportunistic behavior of agents are major concerns classical economic organiza-
tional theories overlooked. Economists tend to integrate psychology to economic
theory to explain (economic) behavior. Aspects are altruism, happiness, pro-social
behavior, the helping hand et cetera [19]. Very interesting is some older work of
Mauss [47]. He studied the actual act of exchange of gifts and rendering of services,
and the reciprocating or return of these gifts and services. Although there was
no economic system as we know it, Mauss argues that the society he studied can
be described by the catalogue of transfers that map all the obligations between its
members. The cycling gift system is the society. If we look at equation (5) than we
could say that the left part is the weighing function of agent A and the right part is
the weighing function of agent B. The weighing function becomes hard to decipher
in the case the weighing function is not linearizable. As a consequence we cannot
verify whether the calculations are properly conducted. Hence outcomes become
unpredictable. Theorists introduce therefore utility functions and conditions that
are assumed like preference ordering characteristics and monotonicity. Hence if we
are able to measure the goods or services in the correct unit of measurements and
the only uncertainty is the outcome of the quality evaluation of agent A and agent
B towards the objects sold and bought, than in the case agent A and agent B come
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to an agreement we know that the equations (7) and (8) must hold:

PB(QB
W(q)
· UB

Wq
· UB

W ) > PA(QS
W(q)
· US

W(q)
· US

W ) (7)
∧

PA(QB
C(q)
· UB

Cq
· UB

C ) > PB(QS
C(q)
· US

C(q)
· US

C) (8)

PA en PB denote the preference function outcomes of the objects bought.

5.3 Design characteristics
The structure of the preference function of the agents is what we actually need to
elaborate upon in the case norms are modeled for society and the design of the nor-
mative multi agent system is value sensitive by design. As we have seen affordances
can be measured with scales and standard units used for example in physics but
they are not just physical properties for they have unity relative to the posture and
behavior of an agent. We are interested in the unity relative to (moral) values. Our
equations (7) and (8) formulate precisely the decision rule i.e. the procedure to rea-
son about whether the monitored systems actually behaves in an ethical i.e. moral
fashion, actually this is what a normative multi agent system does and foremost the
designer can actually formulate which or whenever design choices have to be made,
why the choices are inevitable and what consequences these choices actually have
for the design and effectiveness of the artifact. Hence the model equation (1) depicts
the most elementary mechanism of any exchange relationship. Using the elementary
units organized in a system of dimensions we actually enrich the model so we can
ensure that no information ever gets lost. Indeed it ensures the minimum infor-
mational requirements warranting consistency of the data processing facilities like
software, algorithms, communication, hardware, networks, and search and database
technologies. Consistency is paramount and buttresses the notion of data quality i.e.
data integrity. For example ACID (Atomicity, Consistency, Isolation, Durability) is
a set of properties that guarantee that database transactions are processed concur-
rently. Hence if we design a distributed environment based on web services the key
design question is: "How to ensure the ACID principles in transaction processing
using web services?"[28]. The same design question can be formulated for workflow
systems such as inter and intra- organizational workflows, contracts nets, value nets
et cetera [9]. Observe that the first design question provides in a mechanism to
ensure the second design question. So we only have to concentrate on the special
requirements on the process level ensuring external integrity of the information pro-
cessing function of the artifact. Observe that the model depicted as equation (4) and
the decision rules equation (7) and (8) realizes the mechanism π described in chapter
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4, under the conditions that elementary units organized in a system of dimensions
are used in the model. We observed that when µ represents the actual behavior that
this mechanism is compatible with the social definition of normative multi agent sys-
tems. The introduction of a verification scenario in the mechanism which separates
the process of finding an equilibrium from recognizing an equilibrium makes it pos-
sible to design incentive compatible mechanisms which occurs when the incentives
that motivate the actions of individual participants are consistent with following
the rules established by the group. There is one (big) difference: we did not use
utility functions, but instead we formulated a preference ordering derived from the
systems of dimensions. The valuation itself is an empirical question and should be
treated as such because we need models that have high predictive value. Otherwise
the designed mechanism like normative multi agent systems fails to realize the goal
function of the design. We separated the preference and ordering conditions from
the object and the subject. Therefore human peculiarities in decision making can be
studied in isolation and in combination with the environment. Hence the behavior
is influenced by, depends on the environment. We think that the human preference
orderings behave on a continuum where complexity and uncertainty plays an impor-
tant role. Notions of this adaptive toolbox describe mechanisms to model adaptive
behavior of agents in the environment they "see" [27].

6 Principles, architectures and state transition systems

Like we stated earlier a model is always a result and the start of a design process. "A
(design) process is an abductive sensemaking process, a step of adopting a hypothesis
as being suggested by the facts ... a form of inference, albeit inference of "best
guesses" leaps [..]. A logic of what might be. It is not entirely accurate,... it is
the argument to the best explanation, the hypothesis that makes the most sense
given observed phenomena or data and based on prior knowledge" [43]. This is
precisely the function of our model depicted as equation (4) and the decision rules
equation (7) and (8) realizes the mechanism π described in chapter 4. We return
to our Nike example. Suppose that agent A is Nike, and agent B is one of the
suppliers in the direct supply chain. Nike wants to be sure that agent B is compliant
with applicable laws and regulations ensuring that slavery is rooted out from the
supply chain. In the case agent B delivers goods manufactured under conditions of
slavery than we would expect that equation (8) fails and thus is not true. What
information does agent A (Nike) need to make this assertion? But we have another
issue to address simultaneously: how can we be sure that agent A (Nike) will be
truthful in their actions and communications. Stated otherwise how to distinguish
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moral hazard, from adverse selection and non-verifiability problems? We will have to
formulate constitutive rules and regulative rules, grounded in our belief, our attitude,
et cetera [2]. This process is iterative in nature, and the model facilitates current
understanding among participants in the direct supply chain and its stakeholders
and supervisors. Hence all aspects identified in chapter 2 will be addressed and
henceforth all types of ethics will be addressed to reason about the purpose of the
normative agent system fuelling the question and answering how we can design a
mechanism that actually realizes the goal function of Nike and the goal function of
in this case the legislator. We have identified seven key questions which have to
address in modeling norms. These were:

Questions Sets
1. What is the believe of the state of California with reference

to slavery and human trafficking?
7→B

2. Are the values expressed by extricating slavery and human
trafficking from direct supply chains subsumed in other val-
ues?

7→F

3. Are there several distinct values expressing extricating slav-
ery and human trafficking?

7→P,M

4. Who are the value bearers in the supply chain? 7→N
5. How are the decision rights dispersed in the supply chain,

who is responsible and accountable ?
7→DRAP,N

6. What rules, standards, regulations, rewards and punishment
are established preserving moral values in the direct supply
chains?

7→N

7. If applicable is there a representation expressing the moral
value in communication processes?

7→S

A design principle is a normative principle on the design of the artifact as such ,it
is a declarative statement that normatively restricts design freedom [12, 31]. So by
answering the questions summed up above we elicit the normative principles on the
design of the artifact. Requirements defined as a required property of an artifact also
limits design freedom. Indeed requirements state what properties an artifact should
have from the perspective of the goals of stakeholders i.e. institutions, legislators,
supervisors, society et cetera. Goals motivate why requirements are imposed on
the design. The first three questions address design principles used to express, i.e.
buttresses policies to ensure that the design of the artifact meets the aforementioned
requirement defined as a property that the artifact should have realizing the goal
function of the stakeholder(s. The questions address the What and Why of the
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design. The questions 4 and 5 address the notion of moral agency. Indeed who is
responsible as accountable? By answering question 6 we address how norms as moral
values are enforced where question 7 addresses the informational (infra)structure like
information processing, communications and storage of data i.e. how communication
processes enables the interaction among agents (human and machines). Observe that
the identified questions address governance and management perspectives [40, 56].
The first thee questions cover the goal setting processes and objective setting i.e. the
governance system, while questions 4 and 5 cover the management system. Question
6 covers the process and control dimension where question 7 covers the information
systems and infrastructure. Models in general are to be understood as purposeful
abstractions i.e. representations of (some) reality. Usage of models is to represent
systems; actually the model can be regarded as a system in itself [3]. Models are
analogous to Janus structures representations with an engineering side facing the
real world and an abstract side facing theories[67]. It is possible even most likely
that the model does not fit the empirical data, just because the theory was not
appropriate so the theory i.e. our belief has to be revised. The revision process is
actually a meta level technique for examining the axioms upon which the theory
was "founded". By altering the axioms or postulates new theories are formulated
that hopefully forms a better match with the facts. In design practice it is simpler
to formulate theories in first order logics and use explicitly meta reasoning about
axioms and postulates. Indeed we are interested in mechanisms that realize goal
functions. This notion is known as the AGM axioms for theory revision[1]. In the
case our model does not realize the goal function expressed as a belief than we
examine whether the pre-conditions i.e. the axioms and postulates buttressing the
model are appropriate. Axioms and postulates are directed internally representing
the intentional internal point of view. For example when we return to our example
of Nike question 1 covers the belief, where questions 2 and 3 cover the intentional
point of view, as we have seen being the central structure of an experience directed
towards an object by virtue of its content or meaning which represents the object
[5]. This feature characteristic will be important when we ask ourselves whether a
computer system i.e. an artifact can be a moral agent. Next we explore the notion
of architecture as a model representing a system.

6.1 Architecture as a model representing a system

The IEEE defines an architecture as "the fundamental organization of a system em-
bodied in its components, their relationships to each other, and to the environment,
and the principles guiding its design and evolution" [39]. Basically every information
system is an assembly of 5 basic components known as the von Neuman Architec-

620



Modeling Norms Embedded in Society

ture [52]. We have input and output devices, a CPU containing a control unit
and ALU and a (internal) memory unit. Computationally a representation defined
as a pattern of symbols that stand for values are coined as data and when imple-
mented by a computer system an algorithm controls the representation as input and
the representation as output so the algorithm controls the transformation of data
representations[11]. Theoretically there are several models in which the actual be-
havior of a discrete system can be described. All these models can be described as
state transition systems. Formally computation can be studied by means of a state
transition systems defined as a pair (S,→) where S is a set of states and→ is a set of
transitions; the state p to state q denoted as (p, q) ∈→ we write p→ q. It is easy to
label a transition. Labels can mean anything, like expected input conditions, actions
to perform during the transition, conditions that must be true before triggering a
transition. The state transition system with label’s is a tuple (S,Λ,→) where S is
a set of states, → is a set of state transitions and Λ is a set of labels; the state p
to q with label α. In the case we are not familiar with the semantics of the label
or simply put the semantics of the labels are not known to us, a labeled deductive
system (LDS) as a means to be able to reason properly about the representation
in the system seems to be a necessary first step to translate the logic of a state
transition system with labels via a LDS to classical logics. Hence an LDS is family
of logics[24]. Observe that the AGM axioms for theory revision can be formulated as
an LDS and translated to classical logics. Architecture is the normative restriction
of design freedom [12, 31].

7 Ethical sensitive design
7.1 Decision right allocation procedure (DRAP) and the verifica-

tion mechanism
We defined human agency as the capacity to make choices and entails the claim that
humans do in fact make decisions and enact them on the world. The key design
problem in design processes is how to address reflexivity. In chapter 2 we elaborated
on the notion of reflexivity as being the mechanism referring to an act of self reference
recognizing forces or pressure within the environment and his or her place in the
social structure. Agents with a low level of reflexivity are said that the environment
shapes the individual norms, tastes, wants et cetera. In the case agents with a
high level of reflexivity shape for example their own norms and tastes. Reflexivity
addresses autonomy and thus autonomous action of an agent. This is exactly where
principles in general and moral principles as moral values come into play, namely
principles restrict autonomy of an agent. We like to defend that reflexivity refers
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to rule-based ethics versus virtue-based ethics. Rule-based ethics is governed by
concepts like acts, moral rules and moral principles and virtue ethics is governed
by moral dispositions, emotions, states of character and the flourishing of human
beings. In virtue ethics morality is directly linked i.e. intimately linked to the person
who acts, to his or her character and situation. This notion demarcates social space
among agents. Agents occupy niches of the environment seen as the world, where
we define a niche as a collection of affordances, often coined as habitat or social
space of an agent. An environment is in a sense objective, real, physical unlike
values and meanings, which are subjective, phenomenal and mental. Affordances
are neither an objective property nor a subjective property; they are both objective
and subjective. It is equally a fact of an environment and a fact of behavior. An
affordance points both ways, to the environment and to the agent (observer) [26].
We cannot say in advance that reflexivity behaves on a continuum from rule-based
ethics to virtue-based ethics and vise versa. So in the design process we have to make
provisions to decide upon how consensus can be reached among agents. Here we must
decide what type of rules we adopt to verify whether consensus is reached. Observe
consensus in a design setting addresses the shared values among agents. Each agent
will make their private considerations whether to agree or not. Indeed it is possible
to reconsider the earlier made choices. Whether this type of rule is accepted is a
fundamental design question addressing agency. In some cases it is impossible to
decide upfront how a mechanism is to be designed, build and implemented. This
means that deciding upon a verification procedure recognizing whether consensus is
reached among agents must have provisions for reconsidering earlier made choices.
Indeed all seven questions categorized in what, why, who en how are permanently
defied by agents and therefore monitoring warrants the soundness of moral choices
being made by agents. This is precisely what a normative multi agent system does;
monitoring warranting the soundness of moral choices, recognizing whether agents
are not compliant, and recognizing whether the designed moral system itself does
not have possible negative side effects subverting the moral system actually desired
[7, 35, 48].

7.2 Creating a vision from first principles

By answering and discussing the seven questions that guide action in designing a
normative multi agent system our aim is to create a shared vision and thus shared
mental models that guide local decision makers i.e. the agents.

A vision contains i.e. envisions the outcome of the deliberation process discussing
and answering the seven questions in a coherent, consistent and sequacious way.
Our design question is diagnostic in nature and the reasoning style is abductive.

622



Modeling Norms Embedded in Society

Figure 4: Value pluralism

Traditional the diagnostic problem is framed in situations where an observation of
the system’s behavior is functioning abnormal or even fails to function at all. The
issue is than to determine those components, objects et cetera of the system that will
explain the difference between observed behavior and the desired correct behavior
[62]. To solve the aforementioned diagnostic problem from first principles only the
information of the system description is available together with the observation of
the actual behavior. Reiter builds on the work of [41] and provides in a theoretical
foundation for diagnosis from first principles. For representation purposes Reiter
choose first-order logic for representing systems. As he observed and demonstrated
many different logics lead to the same theory of diagnosis. Hence more abstractly
Reiter’s theory can be formulated as a LDS and then translated into classical logic
here first-order logic. In our situation there is one major difference and that is we
cannot observe actual system behavior just because the system has to be designed
yet. We do have a shared expectation about the expected behavior and we aim that
the system after being build and implemented shows in practice the shared expected
behavior. Indeed we have to consider that there is a possibility that the actual
behavior after having the system built and implemented can actually differ from
the expected outcome and we will need safeguards upfront to consider in designing
the system. We coined this requirement incentive-compatible (direct or encoded)
revelation mechanisms. It needs no elaboration that the design problem and the
diagnostic problems both share the same mechanisms and principles. This is easy
to see in figure 4 [41].

The main objective is to design a system that minimizes the expected structural
discrepancy between the model and the artifact realizing the goal function. For ex-
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Figure 5: Diagnostic cycle

ample: if the moral values are not to be debated than a model based on the axioms
of such a belief decided to be foundational and strict normative in the deontologi-
cal sense than the normative multi agent system is to be designed to monitor the
behavioral discrepancies between predicted that is normative behavior versus ob-
served normative behavior; strict rules should be enforced upon the agents who are
responsible as accountable on merit grounds, whether moral values are in the plural
or monist like. Indeed the verification procedure applied by the normative multi
agent system communicates the outcome of the verification procedure analogous to
the group correspondence message π. In the case the equilibrium is not recognized
than the normative multi agent system has to inform the agent whose action is not
compliant to the applicable rule so corrective action can be taken or the agent is to
be punished by some rule. Punishment can be a blaming and shaming mechanism,
dissipation from the group, or group activities, imposition of individual fines, re-
strict autonomy et cetera. In the case the equilibrium is recognized than the group
correspondence message π actually reflects the behavior of the agents so behavioral
discrepancy is not observed and we may infer that the mechanism realizes the goal
function of the normative system. Indeed analogous to the punishment ruling we
can actually reward the agents for being compliant. Rewarding agents can either
be financial, augment autonomy, pat on the back, more privileges et cetera. In this
design the value bearer is the agent i.e. the individual. Indeed if we assume that the
reflexivity of the agent is low than we might expect that the agent will adapt to his,
hers, its environment. If the reflexivity of the agent is high than the key question is
whether the agent is willing to comply or subverts the system by lying, cheating or
neglects actions to perform and so on. As we have seen the design process provisions
in a mechanism under what conditions consensus is reached and maintained. Sup-
pose we have a majority rule, than we cannot rule out that an autonomous agent
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does not agree to the full extend what has been decided. In this latter case we
cannot rule out by design possible behavioral discrepancy of the agent. There are
two options for the designer(s). The first option is to take another close(r) look at
the actual axioms, presumptions buttressing the model as in our example we started
with in the first place. The second option is to introduce more rules and enforce
harder. The designers have to make a choice: "which path to follow?" If it is possible
to reconsider the earlier made choices than the revision process will be commenced.
Whether this type of rule is accepted is a fundamental design question addressing
moral agency.
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