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INTUITIONISTIC VIEWS ON CONNEXIVE
CONSTRUCTIBLE FALSITY

SATORU NIKI*
Department of Philosophy I, Ruhr University Bochum
Satoru.Niki@rub.de

Abstract

Intuitionistic logicians generally accept that a negation can be understood
as an implication to absurdity. An alternative account of constructive nega-
tion is to define it in terms of a primitive notion of falsity. This approach was
originally suggested by D. Nelson, who called the operator constructible falsity,
as complementing certain constructive aspects of negation. For intuitionistic
logicians to be able to understand this new notion, however, it is desirable that
constructible falsity has a comprehensive relationship with the traditional intu-
itionistic negation. This point is especially pressing in H. Wansing’s framework
of connexive constructible falsity, which exhibits unusual behaviours. From
this motivation, this paper enquires what kind of interaction between the two
operators can be satisfactory in the framework. We focus on a few natural-
looking candidates for such an interaction, and evaluate their relative merits
through analyses of their formal properties with both proof-theoretic and se-
mantical means. We in particular note that some interactions allow connexive
constructible falsity to provide a different solution to the problem of the failure
of the constructible falsity property in intuitionistic logic. An emerging per-
spective in the end is that intuitionistic logicians may have different preferences
depending on whether absurdity is to be understood as the falsehood.

Keywords— Basic systems; Connexive logic; Constructible falsity; Contradictory log-
ics; Intuitionistic logic.
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1 Introduction

The notion of constructible falsity (to be denoted by ~) was first introduced by D. Nelson
[21] as an operator capturing the constructive procedures to falsify conjunctive and universal
statements. Intuitionistic negation (to be denoted by =), on the other hand, does not fully
capture these methods. As a result, while - ~(A A B) implies F ~A or - ~B (constructible
falsity property) in a Nelsonian system, an analogous property does not hold with respect
to — in intuitionistic logic.

Constructible falsity can thus be seen as a way to improve the account offered by in-
tuitionistic negation. This does not, however, mean that one accepting such a view has to
give up intuitionistic negation as an intuitionistically acceptable operator. Indeed, in Nel-
son’s original system N3, intuitionistic negation is definable by taking A := A — ~A, as
noted by A.A. Markov [17]. Alternatively, one may allow the absurdity constant L inside
a system with constructible falsity, and define intuitionistic negation as an implication to
absurdity, i.e. =A := A — 1. The accommodation of | to the language seems acceptable
in light of Nelson’s remark that distinguishing the two proof methods for the negation of
a universal statement affords one to distinguish the meaning of ~VzA and VzA — L [21,
p.17]. If one is interested in talking about the meaning of L (as part of the latter formula),
then it seems unproblematic to have it in one’s vocabulary. An axiomatisation of N3 with
both negations as primitive is indeed used by N.N. Vorob’ev [31]. He suggests that such a
formalisation is more suitable as a model of mathematical thoughts: his point appears to be
that reductio ad absurdum used a lot in mathematics corresponds conceptually to = A but
not to A — ~A. It is a primitive procedure independent of refutation (corresponding to ~),
and the two negations must be treated as primitive, in order to reflect the primitive status
of the procedures.

This relationship between the negations change when the paraconsistent variant N4
(formulated! by A. Almukdad and Nelson [1]) of N3 is considered. Intuitionistic negation
is not definable in N4, so the choice of whether to include L becomes more significant. The
version of N4 with L is commonly denoted by N4, and both logics and their extensions
are investigated by S.P. Odintsov [23]. The book [15] by N. Kamide and H. Wansing treats
the proof theory of both systems and their neighbours.

Consider now a scenario where an intuitionistic logician (here we just mean somebody
who understands the connectives of intuitionistic logic, without necessarily being an intu-
itionist or constructivist.) tries to make sense of constructible falsity. In all three (proposi-
tional) systems we have mentioned, it is possible to convert each formula to an equivalent
formula in which ~ occurs only in front of prime formulas. So in a sense, the understanding
of the ‘meaning’ of ~A Nelson refers to is reduced to the understanding of ~p (and ~_L if
1 is taken as primitive). How then can an intuitionistic logician grasp the meaning of ~p?

In the case of N3, we have ~A — —A as a theorem, and so an intuitionistic logician
may understand ~p as a strengthening of —p. This is evidenced by how Markov [17] calls
constructible falsity strong negation. For N4 (and N4l), on the other hand, there is no

'Equivalent systems were already introduced by D. Prawitz [28] and F. von Kutschera [30]: see
[32] for more historical details about IN4.
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such or any other constraint that relates ~p with —p or its negand p. It behaves almost like
another propositional variable.? Therefore it seems an intuitionistic logician would have a
harder time understanding the meaning of ~p in N4 (and N4L) than in N3.

An analogous question can be raised for other logics with constructible falsity based
on (positive) intuitionistic logic. An especially interesting case is that of the system C
introduced by Wansing [33]. This system is obtained from N4 by changing the condition
under which an implication is falsified. As a result of this change, C satisfies the criteria of
connexive logic [18, 35]: namely, it validates the theses proposed by Aristotle (AT,AT’) and
Boethius (BT,BT’):

AT: ~(~A— A) BT: (A— B)—> ~(A— ~B)
AT ~(A— ~A) BT: (A— ~B)—> ~(A— B)

meanwhile invalidating (A — B) — (B — A) which would hold if — were a biconditional.
A further characteristics of C is that it has as theorems a pair of certain formulas A and
~A, i.e. it is a negation inconsistent, yet non-trivial system.

C shares with N4 the characteristics that there is no stipulation for ~p. At the same
time, the option of extending it with ~A — —A is not available: it results in a trivial system
because of the negation inconsistency. A different way of extending C is proposed by H.
Omori and Wansing [26] and later explored Kripke-semantically by G.K. Olkhovikov [24]
and algebraically by D. Fazio and Odintsov [9]. The extension C3 is obtained with the
addition of AV ~A as an axiom schema. Since p V ~p holds in C3, it is arguably easier
for intuitionistic logicians to make sense of ~p in C3 than in C.? On the other hand, they
may not be too satisfied with the non-constructivity of the system, such as the failure of the
disjunction property.

A question we may ask then is whether there is a satisfactory system of connexive con-
structible falsity which is more understandable and acceptable for intuitionistic logicians.*
It is desired that such a system (i) gives a certain stipulation for ~p as in C3, but (ii)
remains constructive. In this enquiry, we presuppose the existence of L in the language,
following the lines of justification mentioned above. Thus more precisely, our concern will
be with respect to the expansions® C* and Cgb of C and C3 with the absurdity constant.

In this paper, we shall study formal properties of a few extensions of C* which form
a natural hierarchy between C% and C$® when seen through sequent rules. Our aim is

2Here it might be suggested that an intuitionistic logician can understand the meaning of ~p by
an analogy with the behaviour of propositional variables. Encodability of derivations in an N4-style
system into a two-sorted A-calculus [34] seems to also support such a view. This can be an answer,
but it would not satisfy him if he expected (perhaps mistakenly) to see something ‘negative’ in the
behaviour of ~p that would justify him to take it as a negation.

3Tt exhibits a property often ascribed to negation, which may well be understood (without
endorsement) as a claim of decidability, perhaps by an analogy with classical negation.

4As one reviewer pointed out, such a system may be seen to motivate connexive logics from the
viewpoint of intuitionistic logic, thus has an affinity with the discussion in [37]. On the other hand,
our focus is not directly on the connexive theses themselves.

5This type of expansions is already studied in [9], but there is a slight variation, as we shall
discuss in the next section.
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thereby to find out which notion of connexive constructible falsity is more satisfactory for
intuitionistic logicians. We shall concentrate on two candidates for the axiom schemata.
The first is the schema of potential omniscience =—(A V ~A), which was introduced and
investigated by I. Hasuo and R. Kashima [11] in the context of N41. Also, as pointed out
by A. Avellone et al. [2], the constructive logic of classical truth by P. Miglioli et al. [19]
can be seen as N3 plus potential omniscience, when the classical truth is identified with
the intuitionistic double negation. Within the context of C, this schema already appears in
the proof of [9, Theorem 49]. The second candidate is the axiom schema -A — ~A whose
implication is dual to ~A — —A; we shall call the schema weak negation on this ground.

The structure of this paper is as follows: Section 2 introduces Hilbert-style systems and
sequent calculi for C* and its extensions, and shows their equivalence. Section 3 treats
Kripke semantics for the systems, and establishes the soundness and completeness of the
systems with respect to the sequent calculi following the general argument presented by
O. Lahav and A. Avron [16]. Section 4 then applies the results so far to observe some
properties (with an emphasis on negation inconsistency) of the extensions with potential
omniscience/weak negation, which can be informative for the evaluation of the systems by
intuitionistic logicians. In Section 5, we introduce another type of sequent calculus, formu-
lated originally for N4 in [15], with better proof-theoretic properties. In particular, we show
that the calculus for potential omniscience enjoys the subformula property. In Section 6,
we make an observation concerning the relation between ~ and —, which provides a new
perspective on the connexive constructible falsity. Lastly, section 7 sums up the insights to
evaluate the relative advantages of the systems.

2 Proof Systems

In this section, we shall introduce Hilbert-style axiomatic systems as well as Gentzen-style
sequent calculi for the logics that concern us.

2.1 Hilbert-style Systems

The main language £ we shall consider in this paper is defined by the following form.
Au=p|~A| (ANA) | (AVA) | (A= A)| L.

If we remove L from the definition, it defines another propositional language £*. In both
languages, (A <> B) == (A —- B)A(B — A) and in £, -A := A — 1. The set of all
formulas in £ (£1) will be denoted by Form (Form™). The set of subformulas of a formula
A and of a set I' of formulas will be denoted by Sub(A) and Sub(T).

The complezity c¢(A) of a formula A is defined by the following clauses: ¢(p) = ¢(L) =0,
c¢(~A) =c(A)+ 1 and ¢(Ao B) =c(A) + ¢(B) + 2 for o € {A,V,—}.

We first introduce Wansing’s system C [33] in £* and its expansion C® in £ which
becomes the basis of our enquiry.

Definition 2.1. The system C in £ is defined by the next axiom schemata and a rule.
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(A—=(B—=C))=((A=B)—=(A—=C)) (9) ~(AAB)¢ (~AV~B) (NC)
A= (B—4) (K) ~(AVB)3 (~AA~B) (ND)
A=(B=(ANB)) (CD ~(A=B)o(A—~B)  (NI)
(A1 NA2)—A; (CE) oo A A (NN)
Ai—(A1VAz) (DI) A A= B
(AC)—((B=C)—((AVB)= C))  (DE) B (MP)
A derivation in C of A from a set of formulas T is a finite sequence By, ..., B, = A such

that each B; is either an instance of one of the axiom schemata, an element of I', or obtained
from the preceding elements by means of (MP). Then for derivability, we write I k), A if
there is a derivation of a disjunction A1 V...V A, from I', where A is a non-empty set of
formulas and A4,..., A, € A.

We shall write A1, ..., A, Ty Ay By, ..., By for {Ay,..., A, UL, AU{By,...,B,}.
If A is a singleton, we will occasionally omit the parentheses.
The second system is obtained from C by expanding the language.

Definition 2.2. The system C% in £ is defined from the axiomatisation of C by an addi-
tional axiom schema:
1= A (EFQ)

The relation T' Fj,p A is defined as before, except that we allow A to be empty. T' Fpqp 0
will mean that there is a derivation of L from I".

We now define a few more systems from C?. Among these, C2® is an expansion of the
system C3 [25] with L.

Definition 2.3. The systems C4%, C2 and C§’ are each defined with a respective addi-
tional axiom schema.

——(AV ~A) (PO)

-A—~A (WN)

We shall use Fppo, Fhwn and Fp3 for the derivability of the systems.

AV ~A (3)

Remark 2.4. One possible option in defining the systems is to have ~_L (or equivalently,
A — ~1) as an additional axiom schema, as is done in the case of N4t see e.g. [15, 23, 22].
Intuitively, it states that what is absurd is false. This option is indeed adopted in the systems
Ct, C3" and their extensions in [9]. On the other hand, we are not assuming this, chiefly
due to ~—A being one of its consequences. This means that every intuitionistic negation is
false, which seems to be a very strong claim.® For another reason, ~_L is actually provable
in the current definition of C22 and C%, so for these systems we do not need the formula

5T.M. Ferguson [10] however suggests that it may be possible to motivate the feature using an
adequate Brouwer-Heyting-Kolmogorov interpretation.
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as an axiom schema (thus Cgb is equivalent to CSJ‘). This suggests that each system has
already in mind, so to speak, whether and what to say about the falsity of L. This may be
worthwhile to be respected (we shall have a few more words on this topic in the conclusion).

Since (MP) is the only rule present in the systems, it is straightforward to observe that
the deduction theorem holds for each of the above systems.

Theorem 2.5. For * € {ab, po, wn, 3} we have:

')Aty Bifand only if I' by, A — B.

Proof. The ‘only if’ direction is shown by induction on the depth of derivation. The ‘if’
direction follows by (MP). O

It is helpful at this stage to note the (non-strict) relative strength of the systems.

Proposition 2.6. The following statements hold.
(i) T Fpep A then I' bpp0 A
(ii) If T Fppo A then I' Fpypm A.
(iii) T Fpyn A then T Fp3 A

Proof. (i) is immediate from the definition; (ii) follows since it follows from (WN) that
Fruwn 7~A — == A, from which (PO) follows. For (iii), from (3) it follows that Fp3 (A —
~A) = ~A, and also 3 A — (A — ~A) by (EFQ); so (WN) follows. O

2.2 Sequent Calculi

We shall next introduce (multi-succedent) sequent calculi for C*, C%5 and C%},. We shall

use the framework in which each sequent T' = A is such that T' and A are finite sets’ of

formulas (cf. e.g. the system LI} in [3, p.64]). The empty set will be denoted by a blank.
First we define the calculus for C?.

Definition 2.7. The calculus GC? is defined by the following rules.

A= A (Ax)
I'=AA AT = A
1= (LL ! ! t
(L) LI = AN (Cut)
I'=A I'= A
AT = A (LW) =AA (RW)

"In this setting, it is important to note that different sequents can be derived from the same rule
when applied to the same sequent. For instance, consider (L~~) applied to {4, B} = {C}: then
we can derive {~~A, B} = {C}, but we may also derive {~~A, A, B} = {C1}, if the antecedent
set is conceived as {A} U {A, B}.
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A, T= A (LA) r=AA '=AB (RA)
Al/\AQ,F:>A F:>A,A/\B
AT = A B,T'=A I'= A, A;
AVBT = A (Lv) ToaAva 1Y)
I'=AA B, I" = A/ AT =8B
ASBTToan ) r=aop5 &)
~AT = A ~B,T = A = A, ~A;
9 9 LN/\ i (2 RN/\
N(A/\B)7F:>A ( ) F@A,N<A1/\A2) ( )
~A;, I'= A = A~A I'=A,~B
L~V R~V
'=AA ~B,T" = A/ AT =~B
) ) LN ) R/\/
SAS BT s Ar ) = ~(AoB) B
AT = A I'=AA
AT S A ) T oA, oA )

where i € {1,2}. We write Fgq, [' = A if there is a derivation in GC® of I' = A from the
O-premise rules, i.e. (Ax), (LL).

As usual, the formulas in I, A etc. will be called contexts, a non-context formula in the
premises of a rule will be called active, and a non-context formula in the conclusion of a rule
will be called principal.

For ng and C%  we have the following calculi.

wn?

Definition 2.8. The calculi GCZZ and GC2°  are respectively defined from GC® each
with an additional rule:
AT = ~AT =
I'=

AT = ~AT = A
'=A

(gPO)

(gWN)

The relations F4p, and gy are defined analogously to Fgap

A calculus for C3® can also be defined, as is done in [26] for C3, by allowing the
succedent of both premises in (gWN) to be non-empty. Hence (PO), (WN) and (3) give a
natural hierarchy of sequent rules, which can motivate our focus on the axioms.

We proceed to establish the correspondence between the Hilbert-style systems and the
sequent calculi.

Proposition 2.9. Let * € {ab,po,wn} and I'; A be finite sets of formulas. Then I' k-, A
if and only if k4. I' = A.

Proof. The ‘only if’ direction is shown by induction on the depth of derivation in the Hilbert-
style systems. Here we look at the case of (PO) in GCZS and (WN) in GC? . For (PO):
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Ao Aved ) 1o (L) ~A=AV~A ®Y) 1 L)
A, ~(AV~A) = ~A, —(AV~A) =
(gPO)
ﬁ(A\/NA) =
—————— (RW),(R—)
= - (Av~A)
(A double line indicates multiple applications of rules). For (WN), we have:
A-4i= ) g Tasaa W)
(WN)
_oA=~Ad gy
= -A— ~A

For the ‘if” direction, we show by induction on the depth of derivation in the sequent calculi.
Here we check the cases of (gPO) for GC;z and of (gWN) for GC?® . For the former, by
LH. we have A,I' pp0 L and ~A,T" k0 L. By Theorem 2.5, I' b1, = A and I' Fppo 7~ AL
Hence I' Fppo (A V ~A) and so by (PO) we conclude I' Fp,, L. For the latter, by I.H.
AT Fpyn L and ~A T Fpypn B V...V B, for some By,...,B, € A. By Theorem 2.5
we obtain I' Fpyn A and T Fpyp ~A — (By V...V By). Thus by (WN) we conclude
I'bFpwn B1 V...V By, ie. T Fpyn A O

3 Semantics

In this subsection, we shall introduce® Kripke semantics for C, ng and C2 | and then
show that the systems are sound and complete with the semantics.

3.1 Kripke Semantics

We first introduce a Kripke semantics for C*. The presentation here is a combination of
bilateral-style sequent calculi used for C in [33] and non-deterministic sequent calculi due
to O. Lahav and A. Avron [16]. We have a few more words about the latter in Section 3.3.

Definition 3.1. A C%-frame F is a pair (W, <), where W is a non-empty set and < is a
pre-ordering on W. A C%®-model M is a pair (F,V), where F is a C**-frame, V = {V+,V"}

where V* : Form — P(W) for * € {4+, —}. We shall write w € V*(4) also as M, w I}, A
(M will be omitted when it is contextually clear). ¥V must satisfy a general condition below:

(Upward Closure): w Ik}, A and w < w’ implies w’ I}, A.

for both * € {+, —}. Moreover, the next conditions for the connectives must also be satisfied.

8 A semantics for C$® can be similarly given following [26], but it is outside our focus here.
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w H—jb 1 < never.

w H—Ib ANB s w H—(J{b A and w II-:b B. wlk, ANB < wlk , Aorwl-,, B.

w ll-;'b AVB & w H—:b Aorw Il—:b B. wlk, AVB & wlk, Aand wl-_, B.

w Il—jb A—B & Vw'Zw(w’H—j{bA:w’ll—:bB). wlk, A-B & Vw’Zw(w’H—ij:w'H—;bB).
w H—ib ~AswlE, A wlk, ~A s w H—:b A.

With respect to a C?®-model M and a sequent I' = A, we shall write M,w Fq I' = A
if M,w H—jb A for all A € T implies M, w H—:b B for some B € A. f MwF, T'= A
for all w in M, then we shall write M Fg, T' = A. Finally, we shall write F,, ' = A if
MEq., I''= A for all M.

Remark 3.2. The forcing relations H—jb /IF,, may be seen to represent e.g. the concepts
of wverification/falsification or (support of) truth/(support of) falsity [33]. In our scenario,
intuitionistic logicians can be assumed to understand the former relation, by identifying
it with the forcing relation of intuitionistic Kripke semantics (except the one for ~, which
encodes I, in H—:b). The latter relation, on the other hand, needs an explanation, especially
when it comes to IF_, p for which no special restriction is given.

Next, we define Kripke semantics for ng and C2 .

Definition 3.3. Kripke semantics for ng and C2 (we shall use the subscripts ,, and
wn for IF and E.) are each defined from the one for C% by the addition of the following
condition of (Potential Omniscience) and (Weak Negation), respectively:

Potential Omniscience): Vw’' > w(w’ ¥ A) implies 3z > w(z -7, A).
po po
(Weak Negation):  Vw' > w(w' ¥}, A) implies w -, A.

In these semantics, some relationships between e.g. verification and falsification of p are
given, so the latter concept should be more easily understood by an intuitionistic logician
in terms of the former.

Let us note a difference in character between (Potential Omniscience) and (Weak Nega-
tion), despite their similar appearances. The former condition may be restricted to propo-
sitional variables and L, similarly to how upward closure is ensured in ordinary Kripke
semantics for intuitionistic logic by requiring it to hold only in the atomic case. In contrast,
such a restriction does not generalise for the latter condition.

Proposition 3.4. The following statements hold.

(i) If a C*-model M satisfies the following conditions:

V' > w(w' H‘:b p) implies 3z > w(x I+, p).
Vo' > w(w ¥, L) implies 3z > w(z I+, L1).

then M is a ng—model.
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(ii) There exists a C®-model which satisfies the following conditions:

V' > w(w’ M‘ab p) implies w I, p.
Vw' > w(w' ¥, p) implies w IF}, p.

V' > w(w’ Hﬁ' 1) implies w I, L.
Vo' > w(w ¥, L) implies w -/, L

while not being a C2° -model.

Proof. For (i), we show by induction on the complexity of formulas that (Potential Omni-
science) is satisfied in M. The cases when A = p, | follow from the assumption.

When A = B A C, we show the contrapositive. If =3z > w(x I, B A C), it must be
the case that Vo > w(x ¥, B and x ¥_, C) (x) and so Vo > w(x ¥_, B). Also, as one of
the LH., Vo' > w(w’ ¥}, B) implies 3z > w(x IF,, B). Hence we deduce from these that
Jw’ > w(w' IFf, B). Fix one such w'. By (x), Vy > w'(y ¥, C). Then as another LH., it
holds that V" > w'(w” ¥/, C) implies Jy > w'(y I+, C). So Jw” > w'(w” IF}, C). By
(Upward Closure), we have w” IF+ B for such w” as well. Therefore =V’ > w(w’ ¥, BAC),
as desired.

When A = BVC, if Vo' > w(w' ¥}, BVC) we have Vw' > w(w’ ¥, B). Thus by one of
the LH. 3z > w(z IF,, B). Take such an z. Then Va' > z(2' ¥/, C) and so Jy > z(y I+, C)
from the other L.H.. By (Upward Closure), y I, B as well; so 3z > w(x I-,, BV C).

When A = B — C, if -V’ > w(w’' ¥}, C) then w' I+, C and so v’ IV}, B — C
for some w’ > w. Hence V' > w(w H‘:b B — C); consequently Vw' > w(w’ H‘Ib
B — C) implies 3z > w(z |+, B — C). Otherwise, Vo' > w(w’ ¥/}, C) and by the LH
Jz > w(x I+, C). Hence 3z > w(x I+, B — C) and therefore Yu' > w(w’ H‘:b B —
C) implies 3z > w(x I+, B — C) in this case as well.

Finally, when A = ~B, by the LH. Vo’ > w(w' ¥}, B) implies 3z > w(z I+,, B),
contraposing which we obtain Vw' > w(w’ ¥, B) implies 3z > w(z I+, B). Therefore
Vw' > w(w' ¥, ~B) implies 3z > w(x I, ~B).

For (ii), suppose M = (W, <), V) is such that W = {w, z,y}, < is the reflexive closure
of {(w,z), (w,y)}, VT (p) = {z}, V- (p) = {y}, V(L) = W and for compound formulas V
is defined in accordance with the equivalences in Definition 3.1: e.g. set + € V(4 — B)
if for all y > x(y € VT (A) implies y € V™ (B)). Then the equivalences in Definition 3.1 are
naturally satisfied, and (Upward Closure) may be checked by induction on the complexity
of formula. Therefore M is a C*®-model. In addition, M satisfies the conditions of the
proposition at each world. For instance, for the first condition, V' > u(u’ M‘:b p) implies
u =y, but ul-_ p.

Now, it is readily observed that Vw' > w(w’ ¥}, p A ~p), but w ¥ , p A ~p. Therefore
(Weak Negation) is not satisfied for all formulas in M. O

3.2 Soundness

In the next two subsections, we shall establish the soundness and completeness of the three
sequent calculi GC?, GC“b and GC?  with respect to their Kripke semantics. We shall

wn
treat the soundness dlrectlon in this subsection.
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Theorem 3.5 (soundness). Let * € {ab, po,wn}. Then 4, I' = A implies F, I' = A.

Proof. For GC®, we can establish the statement by induction on the depth of derivation.
For instance, if the last step in the derivation is an instance of (R~—):

ATl = ~B
' ~(A— B)

then by the LH. M F,, A,T = ~B. Suppose M, w [}, C for all C € I'and M, w’ I}, A for
w’ > w. Then by (Upward Closure) M, w’ I}, C for all C € {A} UT; thus M, v’ |-}, ~B
and so M, w' I, B. Therefore M,w |-, A — B and consequently M, w IF}, ~(4 — B).
For GC;Z, we in addition need to check the case for (gPO):
AT = ~AT =
=

If M,w I-f, B for all B € T, then M, w’ IF}, A for w’ > w leads to a contradiction by (Up-
ward Closure) and the LH.. Hence Yu' > w(M,w' ¥}, A). But then 3w’ > w(M,w" Ik, A)
by (Potential Omniscience), which again contradicts the IL.H.. Therefore M, w F,, I' = for
all w, as required.

For GC?® | we need to check the case for (gWN).

wn?

AT = ~A T = A
= A
If M,w k], Bforall BeT, then we infer Vw' > w(M,w' ¥l A) as in the previous case.

By (Weak Negation), M, w Ik, A; so by the LH. M,w I} C for some C € A. Therefore
MowE,, I'= A. O

We can also connect the Hilbert-style systems and the Kripke semantics.

Corollary 3.6. Let * € {ab,po,wn} and ', A be finite sets of formulas. Then T' Fp. A
implies F, I' = A.

Proof. An immediate consequence of Proposition 2.9 and Theorem 3.5. O

3.3 Completeness

The proof of completeness follows the one given by Lahav and Avron [16] for basic systems,
which are sequent calculi that satisfy a few natural criteria. In [16] the authors present a
general framework for formulating a sound and strongly complete Kripke semantics for a
calculus in the class, to which GC®, GC;Z and GC? also belong. The argument here is
only slightly altered from the outline given in [16], in order to fit the bilateral-style semantical
setting.

Let us first introduce some preliminary notions. In what follows, we keep using the
abbreviation with * € {ab, po,wn}.
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Definition 3.7 (maximal set). A mazimal set (for GC“b/Gng/GCﬁan) is a pair (I'; A) of
sets of formulas, where:

(i) For any finite I" C T and A’ C A, ¥, TV = A
(i) If A ¢ T then kg, A, T" = A’ for some finite I'Y C T" and A" C A.
(iii) If A ¢ A then g4, I" = A’, A for some finite I CT" and A’ C A.

Lemma 3.8. If ¥, I" = A’ for any finite I C T" and A’ C A, then there is a maximal set
(T, A™) (for GC*/GCL /GCL ) such that T C I'™ and A C A™.

Proof. Let (B;)ien and (C;);en be the sets of formulas not occurring in T and A, respectively.
Let (A;)ien be such that Ay := By, Ay := Cy, Az := By, Az := C4, .... We define pairs
(T, A;)ien inductively by the following clauses:

(Fo, Ao) = (F, A)
(ngU{Agi}, AQi) if J’ég* I = A’ for any finite

(Coig1, Doiyr) = I C T U{Ag} & A" C Ay;.
(Tos, Agy) otherwise.
(F2i+1, A2i+1U{A2i+1}) if J’ég* I = A’ for any finite
(Coiyo, Agiyo) := ["CTgiq1 & A'CA9i 1 U{ A4}
(T2it1, Agiy1) otherwise.

Let ('™, A™) := (U, Ts,U; As). We need to check that (i)-(iii) of Definition 3.7 hold for
the pair (I'™, A™).

For (i), if kg, I" = A’ for some finite I C I'"™ and A’ C A™, then there is ¢ such that
I" CT; and A’ C A;. However we can check by induction that this cannot be the case for
any 1.

For (ii), if A ¢ I'™ then I' C I'™ implies A = Ay; for some i. If ¥, IV = A’ for all finite
I C Ty U{A} and A’ C Ay;, then A € T'y;4; C I'™, a contradiction. So there must be
finite I'Y C T'y; C I and A’ C Ag; C A™ such that g, A, TV = A’. For (iii), the argument
is analogous. O

Next we introduce the notion of a canonical model.

Definition 3.9 (canonical model). The canonical model M, = (W, <.),V.) for GC® (or
GC)/GCL ) is defined by:

o W.:={(T,A):(T,A) is a maximal set}.
. (IA) <. (I',A))iff T CT.
e (A)YeVI(A)if AeT and (I,A) eV (A) iff ~A €T

Towards completeness, we shall show a few lemmas.
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Lemma 3.10 (properties of canonical model). Let M, be the canonical model for GC
(or GCL/GCY). Then:

(i) The following are equivalent.

(a) M, (T,A)E, ¥ =1L
(b) EZTorIIZA.
(c) There are finite I" C T and A’ C A such that Fg, IV, X = II, A'.

(i) If M., IV, A") E, ¥ =1 for all (IV,A’) >, (', A), then there is a finite I C T" such
that by, I, % = IL.

(ifi) Fgo & = ITiff M, E, ¥ = I

Proof. For (i), we shall first check that (a) holds if and only if (b) holds. From (a) to
(b), suppose (I',A) E, ¥ = 1II, ie. (IA) IFf A for all A € ¥ implies (I', A) IF B for
some B € II. From the definition of V., this can be rephrased as that ¥ C T implies
I'NII# (. Hence ¥ C T and IT C A implies I' N A # @, which contradicts the maximality
of (T, A). Therefore ¥ ¢ T' or II ¢ A. From (b) to (a), if ¥ ¢ T then (I, A) ¥} A for
some A € . So (I';A) F, ¥ = II. If on the other hand IT ¢ A, then there is A € II such
that A ¢ A. If in addition A ¢ T, then by the definition of a maximal set it must be that
Fge A, T'1 = Aq and g 'y = Ay, A for some finite I'1,I's CI" and Ay, Ay C A. Hence by
(Cut) Fgi T, T2 = Aq, Ag; but this contradicts the maximality of (I';A). So A € I' and
consequently (I', A) E, ¥ = II as well.

Next we check that (b) holds if and only if (c) holds. From (b) to (c), suppose & ¢ T’
or IT ¢ A. Consider the former case. Then there is A € ¥ such that A ¢ T'. Now because
(T, A) is maximal, it must be that g A, IV = A’ for some I" C T" and A’ C A. Hence
Fg« IV, X = II, A’ with respect to the IV and A’. The latter case is analogous. From (c)
to (b), if ¥ CT'and IT C A, then kg4, IV, X = II, A’ contradicts the maximality of (I', A).
Hence X ¢ T or II £ A.

For (ii), we show the contrapositive. Suppose for all I' C I' we have ¥, IV, ¥ = II
Then for any ¥ € T'UX and II' C II it holds that ¥4, ¥’ = II'. Hence apply Lemma
3.8 to obtain a maximal set (X”,II") such that TUYX C ¥” and II C TI”. Now by (i),
(S ") K, £ = M and (T, A) <, (27,11).

For (iii), if Fg« ¥ = II then by (i) (I'A) F, ¥ = II for all (I',A) € W,. For the
converse direction, we show the contrapositive. If }g, 3 = II then apply Lemma 3.8 to
obtain a maximal set (¥',II'). Then by (i) we conclude (¥/,1I') ¥, ¥ = 1L O

Lemma 3.11. The canonical model for GC® is indeed a C%-model.

Proof. Tt is readily checked that (W, <.) is a non-empty pre-ordered set. For (Upward Clo-
sure), if (I',A) IF*, A and (I",A’) >. (T',A) then A€ T CI" for x =+ and ~A €T C IV
for * = —. So (I, A") IF%, A.

We also need to check the conditions on 1 and compound formulas.
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L If we have L € T for some (I', A) € W, then the fact that 4., L = A’ for any finite
A’ C A contradicts the maximality of (I', A). Hence L ¢ T' and consequently (I', A) ¥/, L
for all (I', A) € W..

~ For I}, it holds that (I', A) -5, ~Aiff ~A € T'iff (T, A) Iy, A. For o, if (T, A) Ik, ~A
but (I, A) ¥}, A then (I',A) Fsp A = . By Lemma 3.10 (i) there are I C T and A’ C A
such that Fgqp I, A = A’. Thus by (L~~) Fgap IV, ~~A = A’. Hence by Lemma 3.10 (i)
again, (I'A) Egp ~~A = . But we have (T, A) H—jb ~~A as ~~A € T, a contradiction.
Therefore (I',A) I+, A. Conversely, if (T',A) I-f, A then (I',A) F,, = A. By Lemma
3.10 (i) there are I' C T' and A’ C A such that Fyq, IV = A, A’. Apply (R~~) to obtain
Fgap IV = ~~A, A’ By Lemma 3.10 (i), (I', A) Fqp = ~~A. Therefore (I', A) I, ~A.

A For Il—z'b, suppose (T, A) H—z{b A A B but (T, A) H‘:b A. Then (T A) Fa A = . By
Lemma 3.10 (i) there are I C T' and A’ C A such that Fgq IV, A = A’. Thus by (LA),
Fgab I',ANB = A’. Hence by Lemma 3.10 (i) again, (I', A) Fq, AAB =, a contradiction.
Thus (T, A) I+, A and similarly (T, A) I, B. Conversely, if (I', A) IF}, Aand (T, A) -, B,
then (I, A) Fgp = A and (T, A) Fyp = B. By Lemma 3.10 (i), there are I CT'and A’ C A
such that Fgap IV = A, A’ and Fgq IV = B, A’. Thus by (RA), Fgap IV = AN B, A’. So by
Lemma 3.10 (i), (I, A) Fqp, = A A B. Therefore (I, A) -/, AN B.

Next for IF_,, if (I, A) I, AA B then (I';A) ¥, A and (I',A) ¥_, B imply (I', A) Fq
~A = and (I',A) kg ~B = . By Lemma 3.10 (i) there are I" C T" and A’ C A such that
Fgap I, ~A = A’ and Fgqp IV, ~B = A’. By (L~A) we infer Fgqp IV, ~(AAB) = A’; so by
Lemma 3.10 (i) again, (I', A) Fup ~(AAB) = . Hence ~(AAB) ¢ I"and so (I', A) ¥, ANB,
a contradiction. Therefore either (I, A) IF_, A or (I, A) I, B. Conversely, if (I, A) IF_, A
then ~A € T' and so (I, A) Fap = ~A. Then (I',A) Fup = ~(A A B) by Lemma 3.10 (i)
and (R~A). Therefore (I', A) I-_, A A B. The case when (I', A) I, B is analogous.

V Similar to the cases for conjunction.

— For H—;‘b, suppose (I', A) H—:b A — B. Then since Fgqp A, A — B = B, by Lemma 3.10 (i)
we infer (I, A’) Fqp A = B for any (I, A’) >, (I', A); that is to say, (I",A") I}, A implies
(I', A') I, B for all (I, A') >, (T, A).

Conversely, if for all (X,1II) >. (I', A) it holds that (X,1I) I-f, A implies (X,1I) I}, B,
then by Lemma 3.10 (ii) we infer Fgq ', A = B for some I' C T'. By (R—) we obtain
Fgab I = A — B. Hence by Lemma 3.10 (i) we conclude (I',A) Fq, = A — B, ie.
(T, A) IFIb A — B. The case for Ik, is argued in a similar manner, using the already

established equivalence for negation. O
Lemma 3.12. The canonical model for GCZZ (GC® Y is indeed a Cgb-model (C4,-model).

Proof. For GCZZ, we have to check that the canonical model satisfies (Potential Omni-
science). Towards a contradiction, suppose that (I, A’) ¥}, A for all (I", A) >. (T, A) but
(I'",A") ¥, Afor all (TV,A”) >, (T', A). Then (I'",A") Fyp A= and (I",A") Fj, ~A = for

each such (I, A’); hence by Lemma 3.10 (ii) we conclude Fgp, 3, A = and Fgpo X, ~A =
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for some ¥ C I'. By (gPO) , Fgpo £ = ; thus (I', A) Fp, = by Lemma 3.10 (i), a contra-

diction. Therefore we can conclude that (I, A’) I, A for some (I, A") >, (', A).

For GC® | we have to check (Weak Negation). Suppose that (I, A’) f A for all
(I",A”) >. (I',A). Then like in the previous case, Fgun 2, A = for some ¥ C I'. Also
Foun X,~A = ~A. Thus by (gWN) Fgyn £ = ~A; therefore (I, A) Fyn= ~A and so
(T,A) o, A O

Now we are ready to show the completeness theorem.
Theorem 3.13 (completeness). Let x € {ab, po, wn}. If F. I' = A then ., I' = A.

Proof. Suppose F, I' = A. Consider the canonical model M., which is by Lemma 3.11 and
3.12 is an appropriate model. Then by Lemma 3.10 (iii), we conclude kg, I' = A. O

We consequently obtain the completeness with respect to Hilbert-style systems as well.

Corollary 3.14. Let *x € {ab, po,wn} and T', A be finite sets of formulas. Then F, T = A
implies I Fp, A.

4 Properties of ng and C%

In this section, we shall look at some properties of ng and C2 that can be shown from the
results we have established so far. They provide useful information when we later discuss
which of the systems an intuitionistic logician might prefer.

We begin with separating the Hilbert-style systems. This gives a strict hierarchy of the

systems, C4b, Cab | ng and C® when ordered from the strongest to the weakest.

Proposition 4.1. The following statements hold.

(1) ¥ hab —|—‘(A V NA)

(ii) J%hpo —-A — ~A.

(if) Fhuwn AV ~A.
Proof. For (i), take a model M = (W, <),V) such that W = {w,w’}; < is the reflexive
closure of {(w,w’)}; and V is defined inductively such that V*(p) = V= (p) = 0 for all p,
V~(L) = W, and for compound formulas, V* and V™ are defined according to the equiv-
alences in Definition 3.1. As before, M is easily checked to be a C*-model. Now, since

M,w' ¥l pand M, w' K1 ~p, it holds that M, w’ ¥}, pV~p. Thus M K, = ——(pV ~p).
The statement then holds by Corollary 3.6.

For (ii), consider a model M’ defined analogously to M with the only difference being
that V™ (p) = {w'} for all p. In order to check that M’ is a C;g—model, we need to show
that (Potential Omniscience) holds. First observe that:

M w' WS p= M w' I, p;

]

M w' W, p= M w' IS p.
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Now if for some x € W it holds that Va' > x(M’, 2" Wi, p), then M',w" Wi p; so
M’ w' -5, p. Hence Jy > z(y I, p). From Proposition 3.4 (i), this and the easily check-
able case for L are sufficient to establish (Potential Omniscience).

The only thing that is left is to observe that M’ works as a counter-model. For this
it suffices to note that M’,w" ¥}, p implies M, w I}, —p, but M’,w ¥}, ~p; Therefore
M wE —p — ~p.

For (iii), consider a model M” defined analogously to M’ with the only difference being
that V¥ (p) = {w'} as well, for all p. In order to check that M" is a C%’ -model, we claim
that

MW WA= M wliky, A
MWK, A= M wiES A

The cases when A = p, L are immediate. For conjunction, if w’ ¥, B A C then w’ ¥}, B
or w' Wt C. Hence by the LH. w I+, B or wlt,, C and so wl+,, BAC. For the second
item, if w’ ¥, B A C then w' ¥, B and v’ ¥, C. By the LH. wli+},, B and w -}, C;
sow I}, B AC. The cases for disjunction are analogous.

For implication, if w’ ¥}, B — C then w’ ¥}, C. By the LH. w I, C and so
w Ik, B — C. The case for the second item is similar. Finally if w’ W} ~A then
w' W, A. By the LH. w Ik} A and so w Ik, ~A. The case for the second item is similar
as well.

Now if for some z it holds that Vz' > z(M", 2" Wl A), then M” w' W} A and so by
the claim M” w Ik, A, which implies M"” z |7, A, as required. Finally, to see that M”

wn

invalidates A V ~A, note that M"” w ¥ pV ~p. O
Another point that follows from soundness is that ~L is not a theorem of Cg.
Proposition 4.2. by, 7=~L but ¥y, ~L.

Proof. The former follows from ~_1 + (LV~_L)and -—(LV~_L). For the latter, construct a
model M = (W, <), V) where W = {w, w'}, < is the reflexive closure of {(w,w’)}, VT (p) =
V=(p) = W, V(L) = {w'} and otherwise V is defined according to the equivalences in
Definition 3.1. Then it is straightforward to see via Proposition 3.4 that M is a ng—model.
Note then M,w ¥, L. Hence ¥y, ~L by Corollary 3.6. O

Remark 4.3. This observation also implies that Fpp, ~~—A but ¥pp, ~—A. Since the
latter may be a controversial formula, it can be taken as an advantage that ng does not
prove it. The provability of the former, on the other hand, appears less controversial, because
it merely states that the falsity of an intuitionistic negation does not (in the sense of —) lead
to absurdity. It might be even preferable from the perspective of an intuitionistic logician,
because it offers some information about the status of ~_L compared with the case for C*

where it is left unspecified.

Next we shall point to the strength of CZZ in expressing provable contradictions, i.e.
formulas A such that both A and ~A are provable in the system. For this purpose, we shall
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use the logic CN introduced by J. Cantwell [4] plus L, an expansion already considered in
[9]. As pointed out by Omori and Wansing [25], CN can be seen as an extension of C3 with
Peirce’s law; for more information about CN and related systems, see also the two-part
papers by P. Egré, L. Rossi and J. Sprenger [6, 7] as well as [8].

Definition 4.4. We define CN* by adding the next axiom schema to Ccab:
(A—-B)—A) — A (PL)

We shall use ., to denote the derivability.

ab

50> as confirmed by expanding Glivenko’s

CN* works as the classical counterpart of C
theorem to include ~.

Proposition 4.5 (Glivenko’s theorem). I' ¢, A if and only if T' ;. ——A.

Proof. The ‘if” direction is immediate. For the ‘only if’ direction, it follows by induction
on the depth of derivation in CN1. Most of the cases are as in Glivenko’s theorem for
intuitionistic logic (see e.g. [27]). The only important case is that of (3), but clearly, (PO)
suffices in this case. O

b

o 1l & snnple manner.

Using this, we can embed provable contradictions of CN+ into Cy
Corollary 4.6. A formulas A is a provable contradiction in CN= if and only if —(AA~A) —
A is so in ng.

Proof. For the ‘only if’ direction, if A is a provable contradiction in CN* then by Proposition
4.5 we infer Fp,, (A A ~A). hence Fppo 7(AA-A) = A and Fppo (A A -A) = ~A,
so by (NI) Fppo ~(—(AA—-A) — A) as well. For the ‘if’ direction, if =(A A ~A) - A is a
provable contradiction in ng then Fppo "(AA~A) = (AN ~A) and so Fpen AA~A. Thus
the statement follows. O

Remark 4.7. We may also note that the same embedding does not work with respect to
C. Tt is straightforward from (3) that (p <+ ~p) — p is a provable contradiction in CN*,
but we can construct a C**-model M = (({w}, ({(w,w)})), V) such that V* (p) = V= (p) = 0:
we can show in this model that M,w W5, =(((p ¢ ~p) = p) A~((p <> ~p) = p)) — ((p
~p) = p).

a
p

is a constructive system, so this means that every provable

The above corollary says that C% is as rich as CN+ in producing provable contradic-

b

tions. As we shall see later, Cj)
contradiction in CN' has a constructive counterpart. At the same time, one may wonder
whether this is due to (PO) being a rather strong principle. There can be a worry that
the system is not acceptable to someone who is interested in provable contradictions but
is inclined to stay in C. The following observation, based on the conservativity of Jankov’s

logic over positive intuitionistic logic [13], addresses such worry to some extent.
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Proposition 4.8. Let I' and A be finite sets of formulas in £7. Then I' bpqp AT Fppo A
iff T Frwn A.

Proof. By Proposition 2.6, it is sufficient to check that I'" by, A implies I' Fpap A, We
shall show the contrapositive of this implication. If T ¥pqp A then ¥4, I' = A by Corollary
3.14. Thus there is a C®-model M = ((W,<),V) such that M, wy ¥q, I' = A for some
wg € W. Define a new model M’ = (W', <’), V) as follows.

o W i=WuU{u}.
o <i=<U{(w,u):weW}.
o V™ for x € {4, —} is defined inductively, by:

— V™*(p) :=V*(p) U{u}.
-V (L) =W
— otherwise, the equivalences in Definition 3.1 are followed.

We claim M’ is a C% -model. It is immediate from the definition that all the equivalences
in Definition 3.1 hold. Then it is also straightforward to check that (Upward Closure) is
satisfied.

We need also to check that (Weak Negation) holds. Towards this, we shall first show by

induction that for any w € W':
M oukl A= M, wl,, Aand M uk¥,, A= M wl-} A

Since M’ u IFf p and M’ u Ik, p for all p, the cases for propositional variables hold. For
1, the statements hold because M', w Ik, L for all w € W".

For conjunction, first if M’,u ¥}, A A B, then M',u ¥}, A or M',u k¥, B. By the
LH. M w ik, Aor M wlky, B; hence M' w k-, AN B. Next, if M ul¥,, AANDB
then M’ u ¥, A and M’ u ¥, B. By the LH. M’ w -}, A and M’ w -}, B; hence
M wlkE AN B. The cases for disjunction are analogous.

For implication, first if M’ ,u W} A — B then M’ ,u ¥,  B. Thus by the I.H.
M w7, B and consequently M, w Ik, A — B. Similarly, if M’ ,u ¥, A — B then
M ul,, B, soby the LH. M’ ,w k], B and M, wl-f, A — B.

For negation, first if M’, u W} ~A then M’ ,ul¥,, A. By the LH. M’,w IF],, A; hence
M w by, ~A. Similarly, if M’ ul¥,, ~A then M’ ,u W}, A. By the LH M wl-,, A
and so M’ w Ik, ~A.

Now, if Vw' > w(M’,w" ¥} ~A) then in particular M,u ¥ A. By what we have
established, we infer M,z I, A for any x € W’'. Therefore M,w Ik, A. It is thus
established that (Weak Negation) is satisfied. Consequently M’ is an C2° -model.

In order to establish the proposition itself, we shall observe that
M, w I, A if and only if M wIF), A

for x € {+,—}, w € W and A in LT. The cases for propositional variables hold by stipula-
tion.
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For conjunction, first, M, w H—jb AA B holds if and only if M, w Il—;rb A and M, w H—:b B.
By the LH. this is equivalent to M’ w I+ A and M’ ,w I} B and hence to M’ w IF}
A A B. Similarly, M,w I+, A A B holds if and only if M,w -, A or M,w I+, B
holds. By the I.H. this is equivalent to that M’ ,w Ik, A or M',w Ik, B and hence to
M wlk,, AN B. The cases for disjunction are similar.

For implication, first, M, w IF, A — B holds if Vo' > w(M,w’ IFf, A= M,w' -, B).
By the LH. this is equivalent to Vw' > w(M' v’ IFf, A = M’ v I+}, B). Further-
more, as is easily checkable, M’ ,u IF, C for x € {+,—} and C in £*. Therefore
M ju I-f, A implies M',u IFf, B as well. Thus M,w I}, A — B is equivalent to
V' > wM,w' - A= Mw' IH], B), ie. M wlikf A — B. Similarly for the case
for I-~.

For negation, M, w H—Ib ~A holds if and only if M, w I-_, A. By the L.H., this is equiv-
alent to M’ w k-, A and therefore to M, w H—:b ~A. The case for I~ is analogous.

wn

We are now ready to observe that M’ wg IF},, A for all A € T but M’ wo ¥, B for

wn

all B € A. Therefore ¥, I' = A and by Corollary 3.6 we conclude I" ¥pn A. O

5 More on Sequent Calculus

In this section, we shall introduce another type of sequent calculi for C%, CZZ and C2%
which have certain proof-theoretic advantages. We shall show their cut-eliminability and
make a few observations related to constructivity and the subformula property.

5.1 Bilateral-style Sequent Calculi

The calculi we shall consider are based on the subformula calculus Sn4 for N4, introduced
by N. Kamide and H. Wansing [14, 15]. As the name suggests, this type of calculi shows
a better behaviour with respect to the subformula property than the type of calculi of
Definition 2.7. In addition, it has a more bilateral flavour (see e.g. [5, 29, 36]) as well, which
might be preferable from certain philosophical perspectives.

In this type of calculus, a sequent (for distinction, we shall call it a b-sequent) is of the
form T'|A =* II, where I', A are finite sets of formulas, II is a set of formulas with at most
one element, and * € {+, —}. Let us first look at a calculus for C?.

Definition 5.1. The calculus SC® is defined by the following rules:
Al =~ A (Ax-) A=A (Ax+)
|L=* (LL+)

ra=-A4 ATA =* 10 NA=*A VA A=*11

Cut— Cut
T A, A =+ 11 (Cut—) T U[A, A = 11 (Cut+)
IMNA=*1I A =~
B G U S e
ArA s W) ras- ¢ BV
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T|A =* 11
DA A =TT
ATIA=*TT  B,T|A=*TI
AAB,T|A =" 11
T|A, A; =* 11
F‘A,Al /\AQ =*11
A, T|A = 11
A1 \Y AQ,F|A =*11

(LW+)

(LA-)

(LA+)

(Lv-)

A, A=*T  TJ|A,B=*TI
T|A, AV B =*1I

(LV+)
LA=1A B, I"|A" =* 11
A— B,T,T'|AJA' =+ 11

NA="*A I|A', B =* 11
I,T'[AA,A— B=*1I

(L—-)

(L—+)
DA, A=*TI
~ATIA = 10

AT|A =* 11
DA, ~A =+ 11

(L)

(L)

LA = (RW+)
A =*C
F|A =~ A1 N Ay
IMNA=*A4 INA=*B (RAT)
INA="tAAB
rNa=-4 rNA=-1B (Rv-)
NA=-AvVB
Rv
F‘A =+ A1VA2 ( +)
rA,A="B (Rs—)
NA=-A—-1B
IA,A="TB (Rt)
NA=tTA—-B
rNA=*A
—n i BR~o)
rA=-~A
ra=s-4
T T (R~
[A =T ~A (R~)

where i € {1,2}. The derivability in SC* will be denoted by Fqp. If the rules (Cut—) and
(Cut+) are removed from SC®, it defines the cut-free system SC*-(Cut), whose derivability
is denoted by F</

sab*®
Next we define the bilateral-style calculi for C;Z and C2 .
Definition 5.2. The calculus SCZg is defined from SC® by the following rules.

p,[|A =* LA, p =*
A =*

L, T|A =*
LA =*

(sPO) (L1-)

The calculus SC® is defined from SC by the following rule.

ATA="T1 A, A=*
A =*1I

(sWN)
The derivability in SC* and SC?°

wn Will be denoted by gy and k4. The derivability in
the cut-free systems SCZS—(Cut) and SC® _(Cut) will be denoted by ¢/ and ¢/

spo swn*

The rule (sPO) is modelled after the rule (Gem-at) for the systems G3ip +(Gem-at) in
[20] and G3C3at in [26]. We should also note already that eliminating cut in SC, does
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not give too many benefits, for (gWN) can similarly remove an arbitrary formula.

Before moving onto the proof of cut-elimination, let us observe the correspondence be-
tween the bilateral-style calculi and Hilbert-style calculi. For this purpose, we shall use the
notations ~I':={~A: AT}, 07,0" := L, {C}t:=C and {C}™ :=~C.

Proposition 5.3. Let T € {ab,po, wn}. If b T'|A =* II then ~I", A Fp IT*.

Proof. By induction on the depth of derivation in SC?Z’. For instance, when the last rule
applied is an instance of (L——):

TA=+A BT|A =~ C
A= B, I, T'[AA =- C

Then from the LH. ~I'A Fp+ A and ~B,~I", A’ b3 ~C. It is now straightforward to
observe from (NC) and Theorem 2.5 that ~(A — B), ~I', ~T", A, A" Fpy ~C. O

For the other direction, we need a couple of lemmas for C25.

Lemma 5.4. The following statements hold.
(i) If Fspo AN B,T|A =* C then by, A,T|A =* C and Fgp, B, I'|A =* C.
) If Fepo AV B,T'|A =* C then by, A, B,T|A =* C.
) If Fgpo A — B,T'|A =* C then kg, B,I'|A =*C.
) If Fgpo ~A,T|A =* C then F4p, T|A, A =* C.
(v) If Fopo T|A, AN B =* C then k4, I'|A, A, B =* C.
) If Fspo TJA, AV B =* C then bgp, I'|A, A =* C and by, ')A, B =* C.
) If Fgpo T|A, A — B =* C then 4, I'|A, B =* C.
(viil) If Fgpo I|A, ~A =* C then kg0 A, T|A =* C.

Proof. By (Cut—) and (Cut+). O
Lemma 5.5. If F,,, A, T|A =* and Fgp0 I'|A, A =% then g, [|A =% .

Proof. By induction on the complexity of A. The cases when A = p and A = L follow from
(sPO) and (LL—), respectively. If A= BAC, then BAC,T'|A =* and T'|A,BAC =" .
By Lemma 5.4 it holds that B,T'|A =* ; C,T'|A =* and I'|A, B,C =* . Hence we obtain
the next derivation.

B,T|A =* (LW )
A, B, C=" _ BIAC=" (LH.)
ace= ¢ GH2=" my
rA =*
The other cases are analogous. =
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Proposition 5.6. For € {ab, po,wn}, if I Fpt A then g |I' =T A.

Proof. By induction on the depth of derivation in C%r‘b. As an example, one direction of
(NI) is:

Bl = B

A=+ A I~B="B
|A,A—~B="B
|A—-~B="A—B

|A = ~B=%"~(A— B)

| =T (A— ~B)— ~(A— B)

(L~+)
(L—+)
(R—-)
(R~+)
(R—+)

The other cases are checked similarly. For (PO), we need to appeal to Lemma 5.5. O

5.2 Cut-elimination

For cut-elimination, the argument will be a standard one, but as in [14, 15], we have to take
care of two types of cut rules. We begin with introducing a couple of notions: suppose we
have a derivation in SC?b (t € {ab,po,wn}) in which there is an application of cut (i.e.
either (Cut—) or (Cut+)). Then by the grade of the cut, we shall mean the complexity of
the cutformula (the formula A in (Cut—) and (Cut+).) By the height of the cut, we shall
mean the number of b-sequents that occur in the subderivation which has the conclusion of
cut as the endsequent.
Let us first establish a couple of lemmas.

Lemma 5.7. Let { € {ab, po, wn}. Then I—g{ I'|A =% if and only if I—g{ INA=".
Proof. By induction on the depth of derivation. O

Lemma 5.8. Let 1 € {ab, po,wn} and suppose there is a derivation of a b-sequent in SC?b
in which (Cut—) or (Cut+) is applied only at the last step. Then there is a derivation of
the b-sequent SC'le in which there is no application of (Cut—) nor (Cut+).

Proof. We shall establish the statement by double induction, with the main induction on the
grade of (Cut—)/(Cut+), and the subinduction on the height of (Cut—)/(Cut+). We divide
into cases depending on which rules are applied to obtain the premises of the (Cut—)/(Cut+).

First we consider the cases where one of the premises is an instance of one of the 0-premise
rules (Ax—), (Ax+) or (LL+). Then for the first two cases, the subderivation ending with
the other premise is the desired derivation. If the right premise is (L_L+) and the left premise
is (RW+), then the subderivation ending with the premise of the (RW+) is either the desired
derivation or is different from it only by the sign on the arrow: in this case apply Lemma
5.7. If the right premise is one of the other rules, e.g. (L——), the derivation must have the
following form.
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INA=1TA B, T'|A" =T 1

(L—=-)
A— B, T)TV|A A =T | | L =* (Cut+)
u
A— B, T,T"|A A" =*
Then we can construct the following derivation:
B, I'|A=* 1 1=
| | (Cut+)

F|A :>+A B,F/|A’ =%
A— B,T,T'|A A =*

(L—=-)

Since the new instance of (Cut+) is of lower height, it is possible to apply the I.H. to the
subderivation ending with the instance of (Cut+); so we obtain a cut-free derivation of the
endsequent.

Secondly, if one of the premises is obtained by an application of a weakening rule (i.e.
(LW-), (LW+), (RW—) or (RW+)), then we can argue similarly to the previous cases, along
with possible applications of weakening rules.

Thirdly, assume both of the premises are obtained through non-0-premise and non-
weakening rules, but the cutformula is not principal in one of them. Consider, as a first
example, the case of (Cut—) where the left premise is obtained through (sWN).

ATIA="B A A=~
| — | (sWN)
'A=-1B B, I"|A"=* C

Cut—
UNNESEE (Cut-)

Then we can construct the following derivation (the dashed line indicates applications of
Lemma 5.7 and weakening).

ATA="B B, I"|A"=* C
AT TA AN =*C

Cut—) -—-- T
(Cut—) DT |A, A, A =

WN
[TA A = C (sWN)

We can then apply the L.H. to the subderivation ending with the instance of (Cut—). As a
second example, consider the case of (Cut+) for SC;Z where the right premise is obtained
through (sPO).

p, TV|A" A =~ VA A p =*
F|A :>+ A F/|A',A:>*
LT |A A =~

(sPO)

(Cut+)

Then we can construct the next derivation:

NA=*A p, IV|A A =*
p, I, TV|A A =*

NA=*A VA A p =*
I TV|A A p =*

(Cut+) (Cut+)

PO
T,I'[A, A =+ (sPO)
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Then we can apply the L.H. to the subderivations ending with an application of (Cut+).

Finally, assume that both of the premises are obtained through non-0-premise and non-
weakening rules, and the cutformula is principal in both of them. Here we look at the cases
for (Cut—) and the cutformula is an implication:

FNAJA="B VA =T A B,T"|A" =* C
— (R——) (L—-)
NA=-A—1B A— BT T"|A", A" =* C (Cut—)
ut—
L, T TVA A A =+ C
Then we can construct the following derivation:
VA =T A IA,A="B
— (Cut+)
LT|AJA'=" B B, T"|A" =* C
(Cut—)

LI, T"[A, A A" =+ C

Now we can first apply the I.H. to the (Cut+) to get a cut-free derivation of T, TV|A; A’ =~
B; then we can apply the L.H. to the (Cut—) because it has a lower grade. Other cases are
similarly argued. O

Lemma 5.8 is enough to establish the cut-eliminability of the systems.

Theorem 5.9 (cut-elimination). Let { € {ab, po,wn}. Then . I'|/A =* II if and only if
F T|A =+ 1L

Proof. From Lemma 5.8, it is possible to transform a derivation with (Cut+) and (Cut—)
into a cut-free one by removing, step by step, one of the uppermost instances of (Cut+) or
(Cut—). O

5.3 Properties of Cut-free Systems

An immediate corollary of Theorem 5.9 is the following subformula property of SC®:

Corollary 5.10 (subformula property). If Fgqp IT'|A =* II then there is a derivation of the
b-sequent in which all formulas are a subformula of I' U A UTI.

Proof. By inspection of the rules in SC“b—(Cut). O

On the other hand, the same argument does not show that the systems SCZS and SC?UZ
enjoy the subformula property: they have rules which can eliminate a formula, which leads
to its not occurring in the endsequent as a subformula. Despite this, we shall see that when
it comes to SC;Z, it is always possible to convert any derivation into a derivation in which
all formulas occurring also occur in the endsequent as a subformula.

Following the example of analytic cut (see e.g. [12, 27]), we shall call an instance
of (sPO)/(LL—) analytic, if the active formula occurs in the conclusion of the rule as a
subformula. Our aim here is to eliminate non-analytic instances of the rules that affect the

subformula property.
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Lemma 5.11. Let N be either a propositional variable or L. For any derivation of I'|A =*
ITin SC;g—(Cut), suppose all instances of (sPO)/(LL—) in the derivation are analytic. Then
N ¢ Sub((T'\ {N}) UA UTI) implies there is a derivation of T\ { N}|A =* II in which all
instances of (sPO)/(LL—) are analytic.

Proof. We show by induction on the depth of derivation. If the derivation is an instance of
(Ax—):
Al =7 A
Then N ¢ Sub(({A}\{N})U{A4}) implies {A}\{N} = {A}. So the derivation is the desired
derivation of {A}\ {N}| =~ A. For (Ax+) and (LL+), the statement follows trivially.
Suppose the derivation ends with an instance of (LW—):

[|A =* 11
ATIA =11
Then N ¢ Sub(({A}UT)\ {N}UAUII) implies N ¢ Sub(T'\ {N} UA UII). Hence by
the L.H. there is a derivation of I'\ {N}|A =* II in which all instances of (sPO)/(LL—) are
analytic. Now if A = N then this is a desired derivation of ({4} UT) \ {N}|A =*II. If on

the other hand A # N, then apply (LW—) to obtain a desired derivation.
Suppose the derivation ends with an instance of (LA—):

ATIA=*T1 B, T|A=*1I
ANB,TIA=*11

Then N ¢ Sub(({AAB}UT)\{N})UAUII) implies N ¢ Sub((({A}UT)\{N})UAUII),
N ¢ Sub(({B}UT)\ {N})UAUII) and in particular N # A, B. Thus by the I.H. there
are derivations of ({A} UT) \ {N}|A =* II and ({B} UT) \ {N}A =* II in which all
instances of (sPO)/(L.L—) are analytic. Now, because N # A, B we can apply (LA—) to
obtain a desired derivation of ({AA B} UT)\ {N}|A =*II (note N # A A B since it is not
a compound formula).

Suppose the derivation ends with an instance of (L——):

A=A B, T"|A" =* 11
A= BT, I'[A A =1

Then N ¢ Sub(({A — BYUTUT")\{N})UAUA'UII) implies N ¢ Sub((F'\{N})UAU{A})
and N ¢ Sub(({B}UTI”)\ {IN}) UA’UII). Hence by the I.LH. we have the derivations of
L\ {N}A =1 Aand ({B}UT")\ {N}A" =* II. Noting B,A — B # N, we can apply
(L——) to obtain ({A — B} UT UTY)\ {N}AA =*1I.

Suppose the derivation ends with an instance of (L~—):

T|A, A =* 11
~ATIA S+ 11

149



NIKI

Then N ¢ Sub(({~A}UT)\ {N})UAUII) implies N ¢ Sub((I'\ {N}) UA U {A} UII).

So there is a derivation of I' \ {N}|A, A =* II in which all instances of (sPO)/(LL—) are

analytic. Apply (L~—) to obtain a desired derivation of ({~A} UT)\ {N}A =* 1L
Suppose the derivation ends with an instance of (L~+):

AT|A =* 11
A, ~A=*11
Then N ¢ Sub((I'\ {N}) UA U{~A} UII) implies N ¢ Sub((({A}UT)\ {N})UAUII).
Hence by the LH. there is a derivation of ({A} UT) \ {N}A =* II wherein all instances
of (sPO)/(LL—) are analytic. Noting A # N, we can apply (L~+) to obtain a desired
derivation of (I') \ {N}A,~A =*1II
Suppose the derivation ends with an instance of (sPO):

p,T|A =* LA p=*
A =*

Then by assumption the instance must be analytic, and N ¢ Sub((I'\ {N}) U A) implies
N ¢ Sub((({p} UT)\ {N})UA). Now if N = p, then by the I.H. there is a derivation of
{p}UT)\ {N}A =* , and this derivation is also a desired derivation of I' \ {N}A =*
If N £ p, then N ¢ Sub((T' \ {N}) UA U {p}) as well. So we have derivations of
{p} UD)\{N}HA =* and T'\ {N}A,p=*. As N # p, we can apply (sPO) to obtain a
desired derivation of '\ { N }|A =* : note in particular that the application remains analytic
because N # p.
Other cases can be argued analogously. O

Theorem 5.12. If I—ggo I'|A =*II, then there is a derivation of the b-sequent in which all
instances of (sPO) and (LL—) are analytic.

Proof. Given a derivation of T'|A =* II, we consider a topmost instance of non-analytic
(sPO) or (LL—). By definition, the active formula N in its (left) premise N,T|A’ =T

does not occur in the conclusion I'|A’ =T as a subformula. This means we can apply
Lemma 5.11 to obtain a subderivation of IV|A’ =T in which all instances of (sPO)/(LL+)
are analytic. This reduces the number of non-analytic (sPO)/(LL—) in the new overall
derivation, and so we can eliminate all instances by repeating the process. O

Hence we can conclude that the subformula property holds for SC;Z as well.

Corollary 5.13 (subformula property). If kg, I'|/A =* II then there is a derivation of the
b-sequent in which all formulas are a subformula of ' U A UTI.

Proof. By inspection on the rules in SC;Z—(Cut) restricted with analytic instances of (sPO)
and (LL-). O

Next, let us move on to consider the constructivity of the systems, conceived here by
means of the disjunction property. We begin with the cases for SC® and SC;‘ﬁlo’7 where,
analogously to the case for intuitionistic logic [27], the property holds as a consequence of

cut-elimination.
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Corollary 5.14 (disjunction property). Let I' and A be finite sets of formulas such that
there is no occurrence of {A, ~} in I" and no occurrence of {V, ~} in A. Then for € {ab, po},
Fot T)JA =T AV B implies kg T|/A =T A or 4 T|A =T B.

Proof. Suppose that a cut-free derivation of such a b-sequent is given. Then following a
path in the derivation upwards, we can construct a finite sequence so, ..., s, of b-sequents
such that sg is |A =% AV B, s;,1 is the premise of s; whose succedent is AV B, and s,
does not have a premise whose succedent is A V B. Note that the choice of s;41 is uniquely
made, as we do not meet an application of (LA—) nor (LV+).

Then s, cannot be an instance of (Ax+) because A does not contain a disjunctive
formula. It is not difficult to similarly check other rules to see that the rule applied to
obtain s,, must be either (RW+) or (RV+). Consider the latter case, and assume that the
succedent in the premise is A. Then take the premise as s/,. The we can successively define
new b-sequents s, whose only difference is that the succedents are A. In particular, each s,
for i < n is obtained by an application of the same rule. This gives a desired derivation of
['|A =71 A. It is analogously argued when the rule applied is (RW+). O

The constructible falsity property of the systems (with the same class of antecedent
formulas) then follows immediately from the disjunction property. On the other hand, the
general disjunction property does not hold with respect to SC2 | when conceived with the
same class of formulas in the antecedent.

Proposition 5.15. g, [=(pAq) =T ~pV ~q but ¥eun |[=(pAq) =T ~p and Feun
I=(pAq) =T ~q

Proof. The first part is verified by the next derivation:

pl="p
pl—(pAg)="p
pl=(pAQ)="~p I
pl=(pAg)=T~pV~g  gl(pAg)=T~pVg IpAg="pAg | L=
PAGI~(pAg)=T~pV~q IpAg, ~(pAg) =+

(sWN)
|~ (pAQ)=T~pV~q

As for the second part, by Proposition 5.3 and Corollary 3.6, it suffices to provide
counter-models for F,, —(p A q) = ~p and Fyy, —(p A gq) = ~q. For the former, let
M = (W, <),V) be a C% -model such that W = {w}, <= {(w,w)}, VT (p) =V (q) = W
and V= (p) = VT(q) = V=(L) = 0. Otherwise, VT and V~ are defined according to the
equivalences in Definition 3.1. Then we can inductively check w IF};,, A or w Iy, A for all

A; thus (Weak Negation) is satisfied. Now clearly, w -}, —=(p A q) but w ¥+ ~p. The latter
case is analogous. O

151



NIKI

It therefore appears that C2 does not enjoy the same level of constructivity”? as C
and ng. This suggest that C2 may not be fully acceptable!® to an intuitionistic logician
similarly to the case for C3.

6 Mixed Constructible Falsity

In this section, we shall look at a further interaction between — and ~ which holds in many
systems in the vicinity of C®. We first introduce the notion of reduced formula, commonly
used for systems with constructible falsity since Nelson [21], as a preliminary notion.

Definition 6.1. For each formula A in £, we define its reduced formula r(A) by the following
clauses.

r(p) = p- r(~p) =~p
r(Ll)= 1. r(~l)=~1.
r(ANB)=r(A) Ar(B) r(~(AAB))=r(~A)Vr(~B)
r(AV B) =r(A)Vr(B). r(~(AV B)) =r(~A) Ar(~B
r(A— B)=r(4A) - r(B). r(~(A— B))=r(A)—r(~B)
r(~~A) =1r(A).

We shall set 7(I") := {r(A) : A € T'}. Reduced formulas for C are already discussed by
Wansing [33]. Some standard properties shown therein hold in the current setting as well:

Lemma 6.2. The following statements hold.
(i) Frap A < r(A).
(ii) Fhap T(~A) < ~r(A).
(iil) Fpap ~A < ~r(A).
a

)
Proof. We shall show (i) (i
the cases where A = ~(B — C).
For (i), r(~(B — C)) = r(B) — r(~C). By the LH. Fpa B + r(B) and Fpep ~C
r(~C). The equivalence then follows from (NT).
For (ii), r(~~(B — C)) =r(B) — r(C) and ~r(~(B — C)) = ~(r(B) — r(~C)). By
the LH. Fpap r(~~C) > ~r(~C); so from this and (NI) the statement holds.
Now, Fpap ~A < r(~A) from (i) and Fpqp 7(~A) <> ~r(A) from (ii); so (iii) follows. O

nd (ii) by induction on the complexity of A. Here we shall treat

Next we introduce a class of formulas in L.

9We do not know if SC2%, enjoys the disjunction property with the empty antecedent.

°Tt might be argued that C is already disfavourable for a similar reason: T' - AV B (where T is
disjunction-free) implies I' - A or I' - B in intuitionistic logic but not in C. In this case, however,
the two logics have different languages, so it is less clear that we can draw the conclusion that C is
less constructive than intuitionistic logic.
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Definition 6.3. Let F be a class of formulas in £ given by the next clauses.
F:=1|(AANF)|(FANA) |(FVF)| (A= F).
With respect to this class, we have the following couple of lemmas.
Lemma 6.4. Let T € {ab, po}. If kg T'|A =* | then Ar(~T) AA7T(A) € F.

Proof. We show by induction on the depth of derivation. By Theorem 5.9, it suffices to
consider the cut-free derivations. Also we may check via soundness that the antecedent is
non-empty.

The derivation cannot be an instance of (Ax—) or (Ax+). If it is an instance of (LL+),
then r(L) =1 € F.

Otherwise, the derivation ends with an instance of a left rule or (sPO). If it ends with
an instance of (LW—):

LA =*
A T|A =*
then by the LH. A r(~I') A Ar(A) € F Hence r(~A) A A\ r(~I') A A r(A) € F, as required.

The case for (LW+) is analogous.
If the derivation ends with an instance of (LA—):

A T|A =* B,T|A =*
ANB,T|A =~

then by the LH. r(~A) AA7T(~I) AA7T(A) € Fand r(~B) AAT(~I)AAT(A) € F. Now
if there is C' € ~T'U A such that r(C) € F, then the statement follows. Otherwise, it must
be that r(~A),r(~B) € F Hence r(~(A A B)) =r(~A) V ~(B) € F. Hence the statement
follows in all cases. The case for (LV+) is analogous.

If the derivation ends with an instance of (LA+):

LA Ap A Ay =*
then by the LH. Ar(~T)AAr(A)Ar(A;) € F. Hence Ar(~T)AAT(A)AT(A1 A Ag) € F.

The case for (LV—) is analogous.
If the derivation ends with an instance of (L——):

I“A :>+A B,F/|A/ =%

A— BT\ T'|A A =*
then by the LH. r(~B)AA r(~T")AAr(A") € F. If there is C € ~I"UA’ such that r(C) € F,
then the statement follows. Otherwise, r(~B) € F, so r(~(A — B)) = r(A) — r(~B) € F.

Hence the statement follows in both cases. The case for (L—+) is analogous.
If the derivation ends with an instance of (L~—):
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LA, A=*

~AT|A =*
then by the LH. Ar(~I') AAr(A)Ar(A) € F. Now if r(A) € F, then r(~~A) € F and so
the statement follows. Otherwise, the statement follows from the I.LH.. The case for (L~+)

also follows trivially by the I.H..
If the derivation ends with an instance of (sPO):

p,T|A =* LA p=*
LA =*
Then by the LH. r(~p) AAr(~T)Ar(A) € F and A r(~I')Ar(A)Ar(p) € F. Then because

~p,p ¢ F, there must be A € ~I'UA such that r(A) € F. Thus A r(~I') Ar(A) € F. The
case for (LL—) is analogous. O

Lemma 6.5. If A € F then bp,, ~A.

Proof. By induction on the construction of formulas in F. If A = 1, then by, ~L follows
from (WN).

If A= BAF, then by the LH. Fp,,, ~F. Hence Fpyp ~(BAF) by (DI) and (NC). The
case A = F A B is analogous.

If A= Fy V F;, then by the LH. Fpypn ~F1 and Fpppn ~Fa. Hence Fpyp ~(F1 V Fa) by
(CI) and (ND).

If A= B — F, then by the LH. b, ~F. Hence Fpypn ~(B — F) by (K) and (NI). O

The lemmas allow us to establish the next relationship between — and ~. (The first
item is in fact obvious from (WN); an alternative proof is given here for the interest of a
posterior remark.)

Theorem 6.6. The following statements hold.
(1) If l_hwn - A then l_hwn ~A.
(ii) If Fpwn (A A B) then Fpyp ~A or Fpypn ~B.

Proof. For (i), by Proposition 4.5, if Fpyn —A then Fpp, mA. Thus by Proposition 5.3,
Fopo | =71 —2A4; by (Cut+), Fspo |A =1 . Hence r(A) € F by Lemma 6.4 and so
Frwn ~7(A) by Lemma 6.5. Finally, Lemma 6.2 (iii) implies the desired conclusion.

For (ii), like in (i) if Fpyn 7(AA B) then r(AAB) = r(A) Ar(B) € F. This implies that
either r(A) € F or r(B) € F. Then we follow the same path to conclude that ., ~A or
Fhwn ~B. O

Therefore in C% | we obtain a sort of ‘mixed constructible falsity’ property, where the
witness for an intuitionistically negated conjunction is given in terms of constructible falsity.
This property may be seen to offer an alternative answer for intuitionistic logicians to the
failure of the constructible falsity property for intuitionistic negation. Instead of introducing
an alternative notion of negation which replaces intuitionistic negation (as happens in N4),

the connexive constructible falsity of C? complements intuitionistic negation by becoming
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a witness of an intuitionistically negated conjunction. In this specific sense, C-style systems
with the property might be called more intuitionistic than N4-style systems.

Remark 6.7. It is easily seen from the proof of the above theorem that the same properties
can be shown with respect to CN* and any intermediate system which falls under the scope
of Proposition 4.5. Moreover, consider the ([9]-style) variants of C** and CZZ in which ~_L
is added as an axiom schema, and the corresponding sequent calculi with an additional
axiom | =~ L. It is not difficult to observe that the additional rule does not affect the
cut-elimination and Lemma 6.5. Hence the properties of Theorem 6.6 hold with respect to
these variants as well.

7 Concluding Remarks

The question that motivated our enquiry is how an intuitionistic logician can make sense
of C-style connexive constructible falsity, and whether there is a related system in which it
is made more understandable by relating it with intuitionistic negation. We in particular
looked at two candidates C%% and C3,.

Having looked at their properties, we may ask which one is to be preferred. Here it
seems ng is largely more advantageous, because it has a better behaviour in the semantics
(Proposition 3.4), less controversial status on the falsity of intuitionistic negation (Proposi-
tion 4.2), a subformula calculus (Corollary 5.13) and better constructivity (Corollary 5.14).
Moreover, it shows a good property for investigating provable contradictions constructively
(Corollary 4.6), while staying close to C (Proposition 4.8). We would therefore suggest that
this could be a system that satisfies an intuitionistic logician enough, both in terms of its
comprehensibility'! and its formal behaviours.

In comparison, C2 fares not as well as ng in many of the above-mentioned aspects,
and the less satisfactory constructive status may be particularly worrying for an intuition-
istic logician. Nonetheless, its satisfaction of ‘the mixed constructible falsity’ property can
offer an independent motivation for the system. Since some of its disadvantages may well
be rectified (e.g. by a subformula calculus or the disjunction property with the empty an-
tecedent), further investigations can offer an improved evaluation.

Lastly, however, we would like to point out that there is another system that can po-
tentially meet the expectation of an intuitionistic logician. It is the system C* in [9], i.e.
C with an additional axiom schema ~_1. As we discussed in Remark 6.7, in this system
(WN) holds in the rule form (i.e. Theorem 6.6 (i)). This relationship between intuitionistic
negation and constructible falsity may be enough for an intuitionistic logician to have an
adequate understanding of the latter concept. Therefore it seems, from this perspective, the
acceptability of ~—A as a theorem and the reading of 1 as falsehood can have a noticeable
influence on the preference of intuitionistic logicians.

11 Admittedly, the double negation can make the schema more difficult to makes sense even though
the inner AV ~A is readily understandable. However, it is our (perhaps idealised) supposition that
intuitionistic logicians do understand all intuitionistic connectives; so the presence of the double
negation does not pose an issue for their comprehension.
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1 Introduction

Semihoops are generalizations of hoops, which were initially presented by Bosbach
in [5] as a complementary semigroup. The notion of semihoops was defined in [1].
Semihoop is the most basic residuated structure. MV-algebra, BL-algebra and Hoop
are all particular cases of it.

In recent years, semihoop theory has been widely studied. Niu, Xin and Zhao
[8] defined the notion of ideals on bounded semihoops. In the meantime, they
introduced several types of ideals, such as primary ideals, prime ideals and maximal
ideals. In addition, they discussed relations between them. Subsequently, He, Wang
and Yang [4] investigated semi-MV ideals on bounded semihoops and some properties
of it. In [2, 10, 11, 13], the authors introduced various types of filters on semihoops,
for example, perfect filters, primary filters, SM-filters, state filters, dual state filters,
derivations filters and differential filters. Some significant results were also obtained.
Moreover, the study of state theory also plays an important role in semihoops. Many
scholars have studied states on semihoops, with the main results in [3, 10, 12].

Dvurecenskij and Zahiri introduced the notion of EMV-algebra in [6], which is
an extension of MV-algebras. Then, they defined congruences, ideals and filters on
EMV-algebras, and studied the relations between them. It was proved that every
proper EMV-algebra as a maximal ideal can be embedded into an EMV-algebra
with a top element. Liu [7] defined EBL-algebras, which are generalizations of BL-
algebras and EMV-algebras. He proved that there is a one-to-one correspondence
between the set of all ideals on an EBL-algebra and the set of all congruences on
an EBL-algebra. Xie and Liu [9] introduced Ehoops, which are extensions of hoops.
They proved that if an Ehoop A has the double negation property, there is a one-
to-one correspondence between the set of all ideals and the set of all congruences on
A. In addition, they gave the prime ideal theorem.

Inspired by these papers, we will give the notion of Esemihoops, which is an ex-
tension of semihoops and Ehoops. A semihoop with z® (z - y) =y© (y = z) is a
hoop. Compared with the Ehoops, Esemihoops does not satisfy xAa = x®a. There-
fore, the proofs of some results on Esemihoops are different from those on Ehoops.
The structure of this paper is as follows. In Sect.2, we review some necessary defi-
nitions and results of semihoops. In Sect.3, we define Esemihoops and study some
basic properties of Esemihoops. In Sect.4, we introduce ideals, congruences and
filters of Esemihoops. The relationships between them are discussed. In Sect.5, we
give the notions of maximal filters, maximal ideals and prime ideals on Esemihoops.
We further investigate the relationship between filters and ideals on Esemihoops. In
Sect.6, we present the concept of states on Esemihoops. The relationships between
Bosbach states and Riecan states of an Esemihoop are discussed. In Sect.7, we de-
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fine internal states on Esemihoops and give a one-to-one correspondence between
the set of 7-compatible Riecan states on A and the set of Riecan states on 7(A).

2 Preliminaries

In this section, we shall recall some notions and properties of semihoops, which will
be needed in the paper.

Definition 2.1. [1] A semihoop is an algebra (A, ®, —, A, 1) of type (2,2,2,0) sat-
isfying the following conditions:

(SH1) (A, A, 1) is a meet-semilattice with the upper bound 1;

(SH2) (A,®,1) is a commutative monoid,;

(SH3) (z©y) = z=2 — (y — 2), for any z,y,z € A.

Let (4,®,—,A,1) be a semihoop. We define a relation < by x < y <= = —
y =1, for all x,y € A. The relation is a partial order on A. A is bounded if there
exists 0 € A such that x > 0 for all x € A. Let A be a bounded semihoop. We
define = =x —> Oforallz € A. If x7~ = z for all z € A, A is called a regular
semihoop [4]. If a semihoop A satisfies the condition z ® (z — y) =y © (y — z) for
all z,y € A, Ais a hoop. If S C A and S # 0, S is said to be a subalgebra of A if
it is closed under ®, — and A.

For two semihoops A and B, a map f : A — B is called a semihoop homomor-
phism if f preserves ®, —, A and 1. This means that f preserves the top element.
That is, f(14) = 1p. If A and B are bounded, then f(0) = 0.

An equivalence relation 6 on a semihoop A is called a congruence if it is com-
patible with ®, — and A.

An element a in a monoid (A4, ®, 1) is called an idempotent element if a ® a = a.
The set of all idempotent elements of A is denoted by I(A).

Proposition 2.2. [1, 3] Let (A4, ®,—, A, 1) be a semihoop. For all z,y,z € A:
Dzoy<z<=ar<y—z
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(10) x = (x ANy) =z — y;
(1) z0y=20(z—= (zOy)).

Proposition 2.3. [2] Let (4,®,—,A,1) be a bounded semihoop. Then for all
x,y € A, the following conditions hold:

<L, =
) rzoOzx” =0;
yr<y=y <z7;

Let (A,®,—,A,0,1) be a bounded semihoop. We define © by zoy =2~ — y
for all x,y € A.

Definition 2.4. [8] Let (4,®,—,A,0,1) be a bounded semihoop and I be a non-
empty subset of A. Then [ is called an ideal if it satisfies:

(1)ifz,y €I, thenx oy € I;

(2) x <yand y € I imply x € I, for all z,y € A.

An ideal I of A is proper if 1 ¢ I. A proper ideal I of A is maximal, if it is not
properly contained in any other proper ideal of A.

Definition 2.5. [2] Let (A,®,—, A, 1) be a semihoop and F' be a nonempty subset
of A. Then F is called a filter if it satisfies:

(1)if x,y € F, then z ©® y € F}

(2) x € Fand x <y imply y € F, for all z,y € A.

The equivalent notion of a filter can be defined in a simpler way. Let (4, ®,
—, A, 1) be a semihoop. A nonempty subset F' of A is called a filter if (1) 1 € F
(2) z,x — y € F imply y € F. A filter F is said to be proper if F' # A. A maximal
filter is a proper filter and no proper filter strictly contains it.

Definition 2.6. [10] A semihoop (A, ®,—, A, 1) is said to be simple if it has only
two filters {1} and A.

3 Esemihoops

In this section, we will define Esemihoop, which extends the notions of semihoops
and Ehoops. What’s more, some basic properties of these algebras are given.
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Definition 3.1. An algebra (A, A, ®) of type (2,2) is called an extended semihoop
(abbreviated as Esemihoop) if it satisfies the following conditions:

(ESH1) (A, A) is a A-semilattice;

(ESH2) (A, ®) is a commutative semigroup:;

(ESH3) for all a € I(A), define A, = {z € Alx < a} for any z,y € A,, the element
T —qy =max{z € Az ©® z < y} exists, and (Aq, ©, —4, A, a) is a semihoop;
(ESH4) (A, A, ®) has enough idempotent elements, that is, for all z,y € A, there
exists a € I(A) such that z,y < a.

Remark 3.2. (1) Form (ESH4), we obtain that there exists a € I(A) such that
r1,%2, - , Ty < a for any xy,x9, -+ ,x, € A, where n > 2.

(2) Let (A,®,—,A,1) be a semihoop and a € I(A). Suppose that y € A and
x € Ag, then z — (yAa) = (x — y) A (z — a). In fact, we have x — (y Aa) =
(x ANa) = (y Aa) > x — y by Proposition 2.2. On the other hand, it follows from
yANa <ythat  — (y Aa) < x — y. These together with x — a = 1 imply that
r—=(yNa)=z—=y=(x—=y) A(z—a)

(3) Let (A, A,®) be an Esemihoop. For all a € I(A), A, is a semihoop. Thus,
for any x € Ay,  Aa =12 = x ® a by Definition 2.1.

Remark 3.3. Let (A4, A, ®) be an Esemihoop and a € I(A).

(1) For all z,y € A, the relation < given by x < y <= x Ay = z is a partial
order on A.

(2) In the semihoop (A4, ®, —4, A, a), there is a partial order defined by z <,
Yy <= x =,y =aforal z,y € A,. For all x,y € A, take a,b € I(A) such that
z,y < a and x,y < b. We assert that x <, y <<= 2z < y <= z <p y. In fact,
assuming r <, y, we have ¢ ® a < y by (ESH3). Thus, z < y. Conversely, if z < y,
r®a<z<y. Then a = mazx{z € Ay|z ©® z < y} = & —4 y, which implies = <, y.
Sox <, y < x <y. Similarly, we have z < y <= = <, y. This shows that for
each a € I(A), < and <, are coincident on A,.

Example 3.4. Semihoops are termwise equivalent to Esemihoops with a top ele-
ment.

Proof. =: Suppose that (4, ®, —, A, 1) is a semihoop. Clearly, (ESH1) and (ESH2)
hold by Definition 2.1. Let a € I(A). For all z,y € A,, x ®y < a ® a = a, which
implies x @y € A,. From Ay < x < a, we have x Ay € A,. Forall z,y € A,, define
T —qy = (x — y)Aa. We assert that (z — y)Aa = mazx{z € As|lx©z < y}. In fact,
we have tO((z = y)Aa) < zO(z — y) <y. Let z € A, such that x®z < y. We have
z <z —yandsoz < (x — y)Aa. Therefore, (r — y)Aa = max{z € As|z 0z < y}.
So we can obtain that x —, y € A, for all z,y € A,.
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We claim that (4,4, ®, —4, A, a) is a semihoop for each a € I(A). Let z,y,2z € A,.
It is clear that the conditions (SH1) and (SH2) hold. Moreover, we have
= (Y —=a2)=(x— (y—2) ANa))Aa
=((x = (y — 2)) A(z — a)) Aa (Remark 3.2)
=(x—=Wy—2)AN((z—a)Na)
=((z0y)—2)ANa
= (xOyY) =4 2.
It follows that (SH3) holds. Thus, (A4, ®, —4, A, a) is a semihoop. That is, condition
(ESH3) holds.
For all 2,y € A, there exists 1 € I(A) such that x,y < 1. This proves (ESH4).
Hence, (A, A, ®) is an Esemihoop.

<: Let (A, \,®) be an Esemihoop. It is easy to know that (A,®,—1,A, 1) is
a semihoop by (ESH3). O

An Esemihoop (A, A, ®) without a top element is proper.

Example 3.5. Let {(4;,®,—,A,0,1)}ier be a family of bounded semihoops and
A = {f € l;cr Ai|lsupp(f) is finite}, where supp(f) = {i € I|f(i) # 0}. We define
the operations ® and A on A: for all f = (fi)ier, 9 = (gi)icr € A,

JOg=(fi®©gi)ier, F Ng=(fiNgi)ier-

It is easy to know that A is closed under ® and A. Then (ESH1) and (ESH2) hold.
For all f,g € A,

_ oo~ _ ) 1 i€ supp(f)Usupp(g),
m = (mi)ier = { 0, otherwise.

is an idempotent element and f, g < m. Thus, we obtain that the condition (ESH4)
holds and I(A) = {(m;)icr|m; € I(A;)}. We define f —,, g = (fi = gi)ier Am
for all m € I(A). Similar to the proof of Example 3.4, we have (f; — gi)icr A m =
max{h € An,|f ©®h < g}. Next, we only need to prove that (A, ®, —m, A,m) is a
semihoop for all m € I(A). Clearly, we can attain that the condition (SH1) holds.
Suppose that f,g,h € A,,. We have f ©m = f Am = f, which implies that the
condition (SH2) holds. Moreover, we have

f=m (g —=m h) = (fi = (9 = hi) ANi))ier Am
= (fi = (9i = hi))ier A M
= ((fi ©gi) = hi)ier AN'm
=(fog) =mh
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Therefore, (A, A, ®) is an Esemihoop.
The following example we constructed comes from [7].

Example 3.6. Let A be an Esemihoop and X a nonempty finite set. We denote
by AX the set of all functions from X to A. Define the operations ® and A: for all
f,ge AX and z € X,

(fo9)(x) = f(z) ©g(x), (f Ng)(x) = fz) Agle).

Obviously, (ESH1) and (ESH2) hold. For all x € X, there is a € I(A) such that
f(z),g(x) < a. Let m, : X — a. We have that m, is an idempotent element of AX
and f,g < mg. Thus, AX has enough idempotent elements. For all f,g € AnX@a =
{f € A*|f <mqg}, we define (f —m, 9)(2) = f(#) =, ) 9(x). It is easy to check
that f(z) =, @) 9(x) = {h € A}, |f ©h < g} and Ay is a semihoop. Therefore,
AX is an Esemihoop.

Example 3.7. Let A and B be two Esemihoops. Let Ax B = {(z1,z2)|z1 € A, 29 €
B}. The operations ® and A are defined by: for all z = (21, 22),y = (y1,¥2) € AxB,

(x1,22) © (y1,¥2) = (21 O y1,22 © Y2), (1,22) A (y1,%2) = (21 A Y1, 22 A ya2).

There exist a1 € I(A),ay € I(B) such that z;,y; < a; and x2,y2 < ag. Thus,
z,y < a = (a,az) and a is an idempotent element of A x B. Let x —4 y = (21 —q,
Y1, T2 —ray Y2). Then, A x B is an Esemihoop.

Example 3.8. Let (M,V,A,0,1,-,—) be an Ry algebra [14] and (A, A, ®) be an
Esemihoop. For all (z,y) € M x A, there exists a € I(A) such that y < a. Thus,
(z,y) < (1,a). Then M x A is an Esemihoop with the operations defined pointwise.

In the following, we give some basic properties of Esemihoops. These properties
will often be used in the paper.

Proposition 3.9. Let (A, A, ®) be an Esemihoop and a,b € I(A) with a < b. For
all x,y,z € Ay, we have the following properties:

(D) x—qy=(zr—py) ANa;

2)z—=cy<z 2y

(3)a—=pa=ba—qa=a;

(4) (z =0 y) —a 2 < (z=py) —p 2
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Proof. Similar to the proof of Proposition 3.8 in [9], the proofs of (1), (2) and (3)
are direct. In order to prove (4) by (1), we have

(x =ay) —az=(((x =py)ANa) =p2)Na
< (((z =py) ©a) =3 2) Na
=(a = ((—=vy) 25 2)) Na
= (a —p (a A ((x =py) —=b 2))) A a (Proposition 2.2(10))
=a—q (aN((x =py) —p 2))
=aA ((z—=py) = 2)
<(x—=py) = 2.

O]

Let (A, A, ®) be an Esemihoop with the least element 0. We define the negation
—q on A, as follows: 27+ =x —, 0, for all @ € I(A) and x € A,.

Proposition 3.10. Let (A, A\, ®) be an Esemihoop with the least element 0. Then
for all a,b € I(A) and z,y,z < a,b, we have 2 ® (y —4 2) = 2O (y —p 2). In
particular, z @y~ = x ® y°.

Proof. Suppose that a,b € I(A) and z,y,z < a. Since A is an Esemihoop, there
exists ¢ € I(A) such that a,b < ¢. In the semihoop A., we get © © (y —4 2) =
rO((y —¢ 2)ANa) < zO(y —¢ z). At the same time, from (y —. 2)©a < (y —¢ 2)Aa,
we have

rO (Y —cz)=(r0a)®(y —c2)
=20 ((y —=c2)Oa)
<20 ((y =c2)ANa)
=20 (Y =aq 2)-
Then 2 ® (y =4 2) = 2 ® (y —¢ 2). Analogously, 2 ® (y =4 2) = 2 © (y —¢ 2).

Therefore,  ® (y —4 2) = @ (y = z). In particular, taking z = 0, we can obtain
that t @y @ =2 Oy o. O

Definition 3.11. An Esemihoop A is said to be regular if A has the least element
0 and the semihoop A, is regular for each a € I(A).

Proposition 3.12. Let A be a regular Esemihoop and a € I(A) with x,y < a. We
have

(1) (z—=ay) =20y

(2) 270 sy =y * =4 .
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Proof. (1) (z way) ™ =(z =2qy ) =(xOy )" =z0y "
(2) Tr—e %a y = e %a y_a_a, — (:La a @ y a) a — y_a %CL rTaeTa = y_a %CL
x. O

The following proposition gives an equivalent characterization of Esemihoops.

Proposition 3.13. Let (A, A, ®) be an algebra of type (2,2). Then A is an Esemi-
hoop iff

(ESH1) (A, A) is a A-semilattice;

(ESH2) (A, ®) is a commutative semigroup;

(ESH3') for all z,y € A, there is an idempotent a in A with z,y € A, and
(Ag, ®, =4, A, a) is a semihoop.

Proof. Suppose that (A, A, ®) is an Esemihoop. Obviously, (ESH1)-(ESH3') hold.
Conversely, it is easy to prove that(ESH4) holds. From (ESH3'), for each a € I(A),
there exists b € I(A) such that a < b and (Ap, ©®, —p, A, b) is a semihoop. Just like
the proof of Example 3.4, we can get that © —, y = maz{z € Aylz © 2z < y} =
(x —p y) A a. Hence, this proves (ESH3). O

Definition 3.14. Let (A, A, ®) be an Esemihoop. A subset S C A is a subalgebra
of A if it satisfies:

(1) S is closed under A and ®;

(2) For all a € I(A)N S, S, = {z € S|z < a} is a subalgebra of the semihoop
(Ag, ®, =a, N\, a);

(3) For all z,y € S, there is an idempotent a € S with z,y < a.

An Esemihoop homomorphism from an Esemihoop A to an Esemihoop B is a
map f : A — B such that:
(1) f preserves A and ©;
(2) for any a € I(A) and 2,y € Ag, f(x —ay) = f(2) = f@) [(Y)-

For an Esemihoop homomorphism f : A — B, we have that f(z) < f(y)ifz <y
for all z,y € A. Indeed, there exists a € I(A) such that z,y < a and (A,, ®, =4, A, a)
is a semihoop. Thus, we have that z —, y = a and so f(x) =) f(y) = f(z =4
y) = f(a). We get that f(z) <) f(y). That is, f(z) < f(y) by Remark 3.3.

Remark 3.15. Every semihoop homomorphism is an Esemihoop homomorphism,
but the converse is not necessarily true. In fact, for a semihoop (A4, ®, —, A, 1) and
1# a € I(A), (A, ®,—a, A, a) is also a semihoop. The inclusion map f: A, — A
is an Esemihoop homomorphism. As f(a) = a and f(a) # 1, we get that f is not a
semihoop homomorphism.
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4 Congruences, ideals and filters

In this section, we will define the notions of congruences, ideals and filters in Esemi-
hoops and study the relations between them. The equivalent characterizations of
ideals and filters are given. Moreover, we construct congruences on an Esemihoop
by ideals and filters. It is proved that there is a one-to-one correspondence between
the set of all ideals and the set of all congruences on a regular Esemihoop.

Definition 4.1. Let (A, A, ®) be an Esemihoop. An equivalence relation 6 on A is
said to be a congruence if it satisfies:

(1) 6 is compatible with A and ©;

(2) for each a € I(A), 6 N (Ay X Ag) is a congruence on the semihoop A,.

Let (A, A\, ®) be an Esemihoop. Suppose that 6 is a congruence on A and A/0 =
{z/0|x € A}. Now we define A and ® on A/0 as follows:

x/ONy/0=(xNy)/0, /0 ©y/0=(xOy)/0, forall z/6, y/0 € A/H.

We claim that (A4/60,A,®) is an Esemihoop. By Proposition 3.13, we only need to
prove that ((A/0),/0,®, —a/6, N, a/0) is a semihoop.

Define 6, = 6N (A, x Ag). We have that 6, is a congruence on the semihoop A,.
Also, (Aa/0u; ©,—a/6,,/\s a/b,) is a semihoop with the operations defined by:

O‘/Ga © ﬁ/ga = (a © ﬁ)/aa, 04/9(1 —a/b, /B/ea = (a —a 6)/911'

For /8 € (A/0)q/6, we have that (vAa)/0 = 2/0Na/0 = x/0 and xNa € A,. Thus,
we can assume x € A,. Clearly, we have /00 (x —4 y)/0 = (xO(x =4 y))/0 < y/0.
If u/0 € (A/0),)9 and /0 © u/0 < y/0, we have (x/0 ©u/0) Ny/0 = x/0 © u/0.
Then ((x ®u) Ay,z@u) € 0. Assume z,y,z € A,. We get (O u) Ay, xOu) € b,.
It follows that (x ©®u)/0, = (z ®u) Ay)/0s < y/0q. In the semihoop A,/0,, we get
/0o < /00 =479, Y/0a = (x —a y)/0a. Then we have ((z —4 y) Au,u) € 0, C 0,
which implies that u/0 < (v —, y)/0. Therefore, we obtain that z/0 —,/ y/0 =
maz{z/0 € (A)0)asglr/0 © 2/0 < y/0} = (x —4 y)/0 for all x/0,y/0 € (A/0)q6-
Thus, ((A/0)a/0,®; —>as0, N, a/0) is a semihoop.

Let (A, A\, ®) be an Esemihoop. We define the map f: A — A/ by f(z) =z/6
for all x € A. Then f is an Esemihoop homomorphism. If A has the least element 0,
for each a € I(A), we define &, on A as follows: z6,y =27 * —4 y forall z,y € A,.

Definition 4.2. Let A be an Esemihoop with the least element 0. A nonempty
subset I of A is said to an ideal if it satisfies:

(ESIN) x 6,y € I, for all z,y € I;

(ESI2) x <y and y € I imply that z € 1.

168



ESEMIHOOPS

I is said to be proper if I # A. The following proposition gives an equivalent
characterization of ideals of an Esemihoop.

Proposition 4.3. Let (A, A, ®) be an Esemihoop with the least element 0 and I be
a nonempty subset of A. The following statements are equivalent: for all z,y € A
and z,y < a, where a € I(A),

(1) I is an ideal of A;

(2)0el,z*oyelandx el = yel;

B3)0el,(z7* =4y ) cclandeel = yecl.

Proof. (1) = (2) Suppose that [ is an ideal of A. From Definition 4.2, we have
0 € I. Now, for all z,y € A and a € I(A) with z,y < a,let z7* ©y € I and x € I.
Then 26, (z7*Qy) e lTand y < 27 =4 (27 QO yY) =TS, (z7* Oy). So we get
yel.

(2) = (1) Let z,y € I and a € I(A) with z,y < a. Then

O (T O.Y) =T O @ =ay) <y

Thus, we have 7 @ (x ©, y) € I and so x S,y € I by (2). On the other hand, let
x <yandy € I. For each a € I(A) such that z,y < a, we have y ez <z *@z =0
and so y~* @z € I. Hence, we get x € I.

(2) = (3) Let z,y € A and z,y < a, where a € I(A). Suppose that (z7* —,
y o) e €landz € I. Wehavex e@Qy o ¢ < (z7e@y o @) e a = (g7 =,y )@
and so 7 @y e« € I. Thus y= 7 € I by (2). From y < y~*7¢, it follows that
yel.

(3) = (2) For all 2,y € A and a € I(A) with z,y < a, suppose that 27 ®y € I
and z € I. We have ((z7*Qy)™* =4 ((z7*®y) e"*)7e)"e =0 € I. It follows that
(x7e@y) e € I by (3). From (272 =, y )7 = (z7* ®y) * 2, we can obtain
that (z7* —, y~*)7* € I and y € I using (3) again. O

Remark 4.4. Let A be an Esemihoop with the least element 0 and I be an ideal of
A. Then for all z € A and a € I(A) such that x < a, we have x € [ <=z 727 € [.
In fact, let x € I and a € I(A) such that x < a, then (z7¢ =, 27 *7*)7e =0 € [.
By Proposition 4.3, x7+7¢ € I. The other direction is obvious.

Proposition 4.5. Let f : A — B be an Esemihoop homomorphism, where A and
B are two Esemihoops with the least element 0. The following statements hold:
(1) if S is a subalgebra of A, then f(S) is a subalgebra of B;

(2) if f is a bijection and I is an ideal of A, then f([I) is an ideal of B;

(3) if f is surjective and I is an ideal of B, then f~!(I) is an ideal of A;

(4) kerf ={x € A|f(xz) = 0} is an ideal of A.
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Proof. (1) Suppose that S is a subalgebra of A. For z,y € S, we have f(x) A f(y) =
fxAy) € f(S)and f(z)® f(y) = f(x®y) € f(S). For each ¢ € I(B) N f(S), there
exists a € S such that f(a) = c. Let f(5). := f(S)N B. = {z € f(9)|z < ¢}. For
all x,y € f(9)., there are two elements u,v € S satisfying f(u) = z and f(v) = y.
Then z ©y = f(u) ® f(v) = f(u®v) € f(S). For z,y € f(S)¢, we have x ©® y < ¢,
which implies z ©® y € f(S).. Similarly, z Ay = f(u) A f(v) = f(uAv) € f(S)e Tt
follows that f(.5). is closed under ® and A. Moreover, since S is a subalgebra of A,
there is b € I(A) N S such that u,v,a < b. By Proposition 3.9, then

=y = f(u) = [(v) = (fu) =pp) f0) A fla) = f((u—=pv)Aa) € f(S)e

It follows that f(S). is closed under —.. Hence, f(S). is a subalgebra of the semi-
hoop B..

For all z,y € f(S), there are m,n € S such that f(m) = x and f(n) = y.
We have an element d € I(A) N S such that m,n < d. Then z,y < f(d), where
f(d) € I(B) N f(S). This proves that f(S) is a subalgebra of B.

(2) From 0 € I, we can get 0 = f(0) € f(I). Suppose that x € f(I) and
x Oy € f(I), where b € I(B) and x,y < b. There exists u € I such that x = f(u).
Since f is bijective, we can find w,a € A such that f(w) = y and f(a) = b. It follows
that f(u™* @ w) = f(u) /@ © f(w) =27 Oy € f(I). Thus, u™* ®w € I and so
w € I. It follows that y = f(w) € f(I). This proves that f(I) is an ideal of B.

By Proposition 4.3, the proofs of (3) and (4) are obvious. O

Proposition 4.6. Let (A, A\, ®) be an Esemihoop with the least element 0. If 0 is
a congruence of A, then 0/6 is an ideal of A.

Proof. Suppose that z7* ®y € 0/0 and = € 0/6, where a € I(A) such that z,y < a.
Then (z7* ® y,0) € § and (z,0) € §. We have (z7* ©y,07* ®y) € 0. It follows
that (z7* ® y,y) € 0. Thus, (y,0) € 6 and so y € 0/6. It is obvious that 0 € 0/6.
Therefore, 0/6 is an ideal by Proposition 4.3. O

Proposition 4.7. Let A be a regular Esemihoop and I be an ideal of A. The
relation 07 defined by

(x,y) € 0y <= F a € I(A) such that z,y <a and (x =4 y) %, (y 2 z) €1

is a congruence on A.

Proof. 1t is easy to verify that 65 is reflexive and symmetric. Assume that (z,y),
(y,z) € 0. Then there exist a,b € I(A) such that z,y < a, y,z < b and (z —,
y) " (y —a )7 (y = 2)70 (2 = y)7b € I. Let ¢ € I(A) such that a,b < c.
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We have (x —. y) e =2 Oy and (x —4 y) * = x ®y * by Proposition 3.12.
Hence, (z —cy)™¢ = (x —4 y)~* € I by Proposition 3.10. Similarly, we can obtain
(y—=cz) c(y =c2) (2 —=cy) €l From z =,y < (y —c ) —¢ (2 —c ), We
have ((y —c )77 —c (2 =cx) )7 < (2 =.y) ° €. Then ((y —c )" ° —¢
(z =wcx)"c7¢)7c € I and so (2 = x)~¢ € I by Proposition 4.3. In a similar way,
(x —¢ z)7c € I. Tt follows that (z,y) € 0;. Thus, 07 is an equivalence relation.
From Proposition 2.2(9), we easily get that 6; is compatible with A and ©.

Now, we show that 6y N (A, x A,) is a congruence on A, for all a € I(A).
Assume (z,y) € 07 N (A, X Ay). Then there exists b € I(A) such that x,y < b and
(x =py) b, (y =p )t €1 Also, (x =4 y) @, (y =qx) €1 by (x,y) € Ay X Ag.
Let z € Ag. From @ =4, y < (y =4 2) —a (x —4 2), we get ((y —4 2) =4 (T =4
2))7* < (x —qy) @ €I Then ((y =4 2) =4 (x =4 2))"* € I. In a similar way,
((x =4 2) =4 (y =4¢ 2))7 € I. Thus, (x =4 2,y —4 2) € 07. From z —, y <
(z =4 ) =4 (2 =0 y), Wwe get (2 =4 @) =4 (2 20 y)) * < (& =4 y)"@ € 1.
Hence, ((z =4 ) =4 (2 =4 y))7* € 1. Similarly, ((z =4 y) =4 (2 —q x)) " € I.
Thus, (z =4 &,z —4 y) € 07. It follows that 67 N (A, X A,) is a congruence on A,.
Therefore, 07 is a congruence on A. O

Remark 4.8. From Proposition 3.10, 3.12 and Proposition 4.7, we can get
(x,y) € 0y <=V a € I(A) such that z,y < a and (zv —4y) *, (y = x) @ € I

We denote the Esemihoop A/0; by A/I and call it the quotient Esemihoop algebra
of A induced by I.

Proposition 4.9. Let A be a regular Esemihoop. Then there is a one-to-one cor-
respondence between the set of all ideals of A and the set of all congruences on

A.

Proof. Suppose that I is an ideal of A and 6 is the congruence induced by I.
We have I = 0/0;. Let x € I. For all a € I(A) such that z < a, we have
(x 54 0)7* =27 ecTand (0 -, z) =0 € I. It follows that (z,0) € 0, i.e.
x € 0/07. Conversely, if z € 0/6;, i.e. (x,0) € 0, then for all a € I(A) such that
z < a, we have (z —, 0)"* € I. Therefore, we get x € I.

Let 6 be a congruence and I = 0/6. Then 6; is the congruence induced by I.
We claim 6 = 6;. If (x,y) € 01, there is a € I(A) such that z,y < a and (z —,
y)~*, (y =4 x)~* € I. This implies that ((z —4 y)~*,0) € 6 and so (x —4 y,a) € 6.
Thus, ((z =4 YY) —a ¥,9y) = ((x =4 y) —4¢ y,a —4 y) € 0. By Proposition 2.2(4),
we have (((z —a y) =0 ¥) A (Y =0 ) —a 2),y) = (2 =0 y) =a ¥) A (¥ —a
x) =4 ),y A ((y =4 ) =4 ) € 0. Similarly, we get (((y =4 ) =4 ) A ((z =4
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y) =4 y),z) € 0. Therefore, (z,y) € 6. If (z,y) € 6 and a € I(A) with z,y < a, we
have ((x =4 y)7*, (y =4 y)™ ) € 0 and ((z —4 )7, (y =4 x)~*) € 0. This imply
that (x —4 y)™*, (y =q )7 € 0/0 = I. Thus, (z,y) € 05. O

Definition 4.10. Let A be an Esemihoop and () # F C A. F is called a filter of A
if it satisfies:

(ESF1) for all x € A, there is a € I(A) N F' such that x < q;

(ESF2) z <yand x € F = y € F for all z,y € A;

(ESF3) forall z,y e F =z Oy € F.

A filter F' is said to be proper if F' # A. The following statement provides an
equivalent notion of filters of Esemihoops.

Proposition 4.11. Let A be an Esemihoop and ) # FF C A. Then F is a filter of
A if and only if

(ESF1) for all x € A, there exists a € I(A) N F such that z < a;

(ESF2') z € Fand x =,y € F = y € F, where a € I(A4) such that z,y < a.

Proof. =—>: Let © € F and © —, y € F, where a € I(A) such that z,y < a. Then
rO®(x —4y) € F. From z ® (z =4 y) <y, we have y € F.

<: Let x € F and = < y. By (ESF1), there exists a € I(4) N F such that
y < a. It follows that + < y < a and a € F. Then we have x —, y = a € F.
Thus, y € F by (ESF2). If z,y € F and b € I(A) such that z,y < b, we get
r=p (Y= (z0y) =0y = (xOy)=be F. Theny =, (r ®y) € F and so
r®y € F by (ESF2') again. Therefore, F' is a filter of A. O

Proposition 4.12. Let A be an Esemihoop and 6 be a congruence of A. There
exists a € I(A) such that a/0 = {z € A|(a,z) € 0} is a filter of A.

Proof. For all z,y € A and a € I(A) such that z,y < a, we know a € I(A) Na/b.
It follows that (ESF1) holds. Suppose that z € a/f and x —, y € a/f. We
have (a,z) € 6 and (a,x —4 y) € 6. Then (a —4 y,x —4 y) € 6. It follows
(y,z =4 y) € 0. Thus, (a,y) € 6 and so y € a/0. This shows that a/6 is a filter of
A by Proposition 4.11. O

Proposition 4.13. Let A be an Esemihoop and F be a filter of A. We define a
binary relation 8r on A as follows:

(x,y) € 0p <= TF a € I(A) such that z,y < a, z =, Yy, y =4 x € F.

Then O is a congruence on A.
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Proof. It is easy to know that 0 is an equivalence relation and is compatible with ®
and A by Proposition 2.2(8) and (9). We cliam that 0p N (A4, X A,) is a congruence
on A, for all @ € I(A). Suppose that a € I(A) and (z,y) € 0N (Ag X Ag). There is
b € I(A) such that z,y < band x —p y,y —p x € F. Let z € A,. Choose ¢ € I(A)
such that a,b < c¢. We obtain that  —. y,y —c x € F. Thus, in A., we have

(x =a 2) ¢ (Y =4 2) =(x =4 2) =c ((y 2 2) Na)

(x —=q 2) =¢ (Y =¢ 2)) A((x —4 2) —¢ a) (Remark 3.2)

(x —=a 2) e (y =c2)) A

~—~ o~~~

T —q 2) —e (Y = 2).

From y —. 2 < (x —¢ 2) —¢ (y —¢ 2), we know (x —, 2) —¢ (y —¢ 2) € F. By
(x =¢2) 2e (Y =c2) < (2 =4 2) =c (Y —¢ 2), we get (x—42) =c (y 2c2) €F
and so (z —4 2) —¢ (y =4 2) € F. Similarly, (y —4 2) —¢ (r —4 2) € F. Hence,
(x —a 2,y —q 2) € 0p. Also (z =4 x,2 =4 y) € Op. Therefore, 0p N (A, X Ay) is a
congruence on A, for all a € I(A). O

Since fF is a congruence on the Esemihoop A, A/fF is a quotient Esemihoop
algebra and denote A/0r by A/F.

Proposition 4.14. Let A be an Esemihoop with the least element 0 and F be a filter
of A. Then the set Ip = {z € A|Fu € F, Ja € I(A) such that z,u < a and x7* = <
u~e} is an ideal of A.

Proof. Let z,y € Ir. There exist u € F, a € I(A) such that z,u < a and z7¢7* <
u~*. Also, there are v € F and b € I(A), which satisfies y,v < b and y~v7> < v7?.
Choose ¢ € I(A) with a,b < ¢. It is easy to know that u®v € F. From z7¢7¢ <y~
we have 4 < w7 e7e < g7o < x7e. Similarly, v < v7e7t < y7b < y7¢ and so
y—c7c <wv7e. Thus,

(xScy) = (x"°—=cy) < (y ©—cax ¢ ¢) ¢ (Proposition 2.3)

(.T c @ y_c)_c — x_c _>c y_c_c

r ¢ —=.v ¢ c<u—.v ¢

It follows that x ©.y € Ir. Suppose that x < y and y € Irp. There exist v € F,
b € I(A) such that y,v < band y vt < v t. From z <y, we have z7v7t < y7v7b <
v~t, Thus, x € Ip. Therefore, I is an ideal of A. O
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Remark 4.15. Let A be an Esemihoop with the least element 0 and F' be a filter
of A. The following conditions are equivalent:

(1) z € I,

(2) z € Jp ={r € A|Fu € F, Ja € I(A) such that z,u < a and x < u~*};

(3) z € Lp ={z € A|Fa € I(A) such that + < a and z7* € F'}.

Proof. The proof is straightforward. O

Proposition 4.16. Let A be an Esemihoop with the least element 0. For all x,y, z €
A:

(1) if a € I(A) such that z,y € A,, we have z,y < xS, y;

(2) if z < y and a € I(A) such that z,y,z € A,, we have x ©, z < y S, z and
26q% < 204 Y.

Proof. (1) Let a € I(A) such that z,y € A,. From y©x~* <y, we have y < z7¢ —,
Y=x,y. FromzxzOzx *=0<y, wehavex < zx7* =, y=26,Y.

(2) Let x < y and a € I(A) such that z,y,z € A,. From = < y, we can get
270 =, < z7e 5, y. That is, 26, ¢ < 2 84 y. Similarly, by y~¢ < 7, we have
T =, 2<y * =,zand s0 xOy 2z <Y O, 2. ]

Proposition 4.17. Let A be a regular Esemihoop. For all a € I(A) such that
x,Y,2,Y; € Ag, the following statements hold:

(1) TOaY =Y Oal;

2) 264 (Y Sa 2) = (£ Say) Sa 2;

3) if Nierys exists, © ©a (Nieryi) = Nier (% Sa Yi);

4) 2N (Y16aY20a " Saln) < (TAY1) Oa (TANY2) Sa++ Sa (T AYn);

5) if a,b € I(A) with x < a <b, then z7* Spa™ b =27t Sy a?.

Py

Proof. (1) It is obvious by Proposition 3.12.
(2) We have

O (YOaz) =2 % =4 (Y @ =4 2)
=@ Oy ) =42
=(x7 =, Y) @ =4 2
= (64 Y) Oq 2.

X

(3) Suppose that Ajery; exists. From Ajery; < y; for each i € I, we have z &,
(Nieryi) < S84 y; by Proposition 4.16. It follows that S, (Aicryi) < Nier(x ©qyi)-
Let u = Nier(2 ©4q yi). We have u = Nie1(2Sa ¥i) ST Ca¥i =Yi QX =y, * =a T
for all ¢ € I. Then y; * < u —, x. It follows that (v —4 )7 < y, " * = y;
and so (u —4 )7 < Ajeryi. Thus, (Aieryi) ™ < (u —4 )77 * = u —, x. Hence,
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u < (Nier¥i) ™ —ra T = (Nier¥i)Oa® = 20a(Nier¥i)- S0 Nier(20a¥i) < 20a(Nicr¥i)-
Therefore, z Sq (Nicryi) = Nicr(z Saq Yi)-
(4) Firstly, for n = 2, we have

(zAy1) Ca (® Ay2) = ((x Ay1) ©a ) A (2 A1) Oa y2)
= (20 ) AT S0 y1) A (Y2 ©a @) A (Y2 Sa Y1)
>zAzAzA(y1 Oa o)

=z A (3/1 Sa y2)'

By inductive hypothesis, we can get A (y1 g Y2 Oa - Sa Yn) < (T A y1) Sq (z A

Y2) Sa+ Sa (T Ayn).
(5) From Proposition 3.9(1) and Proposition 4.17(3), we have

rTrepa b= (" Na)Spa?
=(@ " Spa )N (apa )
=z "Spat.

O]

Proposition 4.18. Let A be a regular Esemihoop and I a proper ideal of A. If T
satisfies the condition:

for all a € I(A) and a ¢ I = for all b € I(A)
such that a < b, we have a™® € I. (*)

Then F; = {z € A|Ja € I(A)\I such that x < a and 27« € I} is a filter of A.

Proof. Since [ is a proper ideal, there exists x € A\I. Let a € I(A) such that z < a.
We have a ¢ I. For all y € A, there exists b € I(A) such that y < b. Assume that
c € I(A) with a,b < ¢. We have ¢ ¢ I. From (*), we have ¢” ¢ € I and so ¢ € F7.
This means that F; # () and for all y € A, there is ¢ € I(4) N F such that y < c.

Suppose that @ < y and « € Fy. There is a € I(A)\I such that z < a and
x7* € I. For all b € I(A) such that z,y,a < b, we get a™® € I by (*) and
b ¢ I. By Proposition 4.17(5) and Proposition 4.16(1), we have x> <zt a7 =
x7*Spab € I. It follows that 7% € I. From y~¢ < x7°¢ we get y~ > € I. This
means that y € F7.

Suppose z,y € Fr. There are a,b € I(A)\I such that x < a,y <band z7*,y"* €
I. Let ¢ € I(A) such that a,b < c¢. We have ¢ ¢ I. It follows that a=¢,b7¢ € I
and ¢ € I(A)\I. Similarly, from z7¢ < z7¢cS.a" ¢ =27*6.a"° € [ and y~° <
Y O e =yto.be €l wegetxTe,y e €l Then, (xQy) =z =y °=
xTeTe .y e =17 O,y ¢ € I, which implies that x ® y € F. Therefore, F7 is a
filter of A. O]
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5 Maximal filters, maximal ideals and prime ideals

In this section, we shall introduce maximal filters, maximal ideals and prime ideals
of Esemihoops and give a prime ideal theorem. We prove that every Esemihoop has
at least one maximal filter. If A is a regular Esemihoop, A has at least one maximal
ideal and every maximal ideal is prime. In addition, it is proved that every proper
ideal of A is contained in a maximal ideal.

Let A be an Esemihoop. If F' C A, the intersection of all filters containing F' is
denoted by | F'|, which is called the filter generated by F. If F' = {x}, we write |x|
as alternatives to [{z}].

For all integer n > 2 and z € A, we define 2" = 2"~ ! © .

Proposition 5.1. Let F' be a filter of an Esemihoop A. Then for all € A,
(1) |z] = {u € Alu > 2™, for some m € N*}, where N* = {1,2,3,4,5,--- };
(2) |FU{z}] ={ue€ Alu>y©az™, for some y € F and m € N*}.

Proof. (1) Suppose S = {u € Alu > z™, for some m € N*}. Obviously, z € S.
Thus, S # (. For all y € A, there is a € I(A) such that z,y < a. We have a € S
and so a € I(A) N S. It follows that (ESF1) holds. Let u,u —, v € S and b € I(A)
such that u,v < b. There are m,n € N* such that u > 2™ and u —, v > z". Then
™t = 2™ © 2" < u® (u —p v) < v, which implies that v € S. Hence, we have
shown that S is a filter containing {z}. Suppose that T is a filter containing {x}.
For all u € S, there exists m € N* such that v > ™. As 2™ € T, we have u € T.
Thus, S C T. Therefore, |z] = {u € Alu > 2™, for some m € N*}.

(2) The proof is similar to (1). O

Definition 5.2. Let A be an Esemihoop. A proper filter F' of A is maximal if no
other proper filters of A can strictly contain F.

Theorem 5.3. Let A be an Esemihoop and F' be a filter of A. The following
statements are equivalent:

(1) F is a maximal filter;

(2) if z € A\F, then |FU{z}]| = A,

(3) if x € A\F, then for all u € A, we have 2™ —, u € F, where m € N* and
a € I(A) with z,u < a.

Proof. (1) = (2) Suppose that F is a maximal filter. If 2 € A\F, then F &
Fu{z} C|FU{x}|. Thus, |[FU{z}] = A.

(2) = (1) If H is a filter such that F' G H, there exists z € H\F. It follows
that |[FFU{z}]| = A by (2). From F C H and z € H, we have F U {z} C H and so
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|FFU{z}] € H. Hence, A C H, which implies H = A. Therefore, F' is a maximal
filter.

(2) = (3) Let |FU{z}] = A, where x € A\F. For all u € A, there exist y € F’
and m € N* such that v > y ® ™. Take a € I(A) such that z,y,u < a. In the
semihoop A,, we have y < 2™ —, u. It means that 2™ —, u € F.

(3) = (2) Suppose z € A\F. For all u € A, there exist m € N* and a € I(A)
such that z,u < a and 2™ —, v € F. Since 2 ©® (2™ —, u) < u, we can get
u€ [FU{z}] and so A C |F U{x}|. Therefore, |FF U{x}| = A. O

Proposition 5.4. Let F' be a maximal filter of an Esemihoop A with the least
element 0. Then z € A\F <= Ja € I(A), 3m € N* such that (2")7* € F.

Proof. By Proposition 5.1 and Theorem 5.3, the proof is obvious. O

Proposition 5.5. Let I’ be a maximal filter of an Esemihoop A. Then for all
a €I(A), FNA, = 0 or FNA, is a maximal filter of the semihoop (44, ®, —4, A, 0, a).

Proof. Suppose a € I(A) and F N A, # 0. There exists © € F N A,, which means
that a € F. Obviously, F N A, is a filter of A,. For all z € A,\(F N A,), we have
|FFU{z}] = A by Proposition 5.3. For arbitrary u € A, C |F U {z}], there exist
y € F and m € N* such that u > y ® 2™. Let b € I(A) such that a,y < b. We have
u=uANa>(yoz"Na=(yozr")a=(yoa)©a™. Fromy©a<yAa<a
and y,a € F, we have y ® a € F'N A,. It follows that u € [(F N A,) U{z}]. Hence
Ay, = [(FNAg)U{z}]. This shows that F'N A, is a maximal filter. O

Proposition 5.6. Let A be an Esemihoop with the least element 0 and F' be a
proper filter of A. The following statements hold:

(1) if z € F, then x ¢ Ip;

(2) if z € F, for any a € I(A) with z < a, we have 27 € If;

(3) if F'is a maximal filter, for any a € I(A) such that a ¢ Ir, we have a € F.

Proof. (1) Suppose that x € I for any € F. There exist v € F and a € I(A) such
that z,u < a and * < u~* by Remark 4.15. By z € F, we get u=* € F. Hence,
0=u®u"* € F, which is a contradiction.

(2) It is obvious.

(3) If a ¢ F, we have |[FU{a}] = A. From 0 € A, there exist u € F and m € N*
such that 0 > u®a™. Take b € I(A) such that u,a < b. We have a™ < u —, 0 = u™?.
Thus, a = a™ < u~* and so a € Ir, which is a contradiction. O

Proposition 5.7. Let F' be a maximal filter of an Esemihoop A. Then A/F is a
simple semihoop.
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Proof. Since F' is a maximal filter, for all x € A, there exists a € I(A) N F such
that x < a. We have z/F < a/F = F, which implies that F is the top element
of the Esemihoop A/F. Thus, A/F is a semihoop. Suppose that 7 is a proper
filter of A/F. Clearly, F € H. Set ' = {z € Alz/F € H}. We have that F' C E
and F is a filter of A/F. If there exists z € F\F, then we have z/F € H and
x ¢ F. Take y € A such that y/F ¢ H. From Theorem 5.3, there exist m € N* and
b € I(A) such that x,y < b and 2™ — y € F. It follows that b € F. Thus, we have
(z™ =y y)/F =F =b/F and so 2™ /F —/p y/F =b/F. Then 2™ /F <y/F. This
means that 2 /F ¢ H and so 2™ ¢ F, which is a contradiction. We have F' = F.
Thus, H = {F'}, which implies that A/F has only two filters. O

Remark 5.8. Let A be a regular Esemihoop. For all x € A and a € I(A) such
that z € A,, we define 2,2 = © S, x, 3, = & O 24, -+, N = T Oy (N — 1),x.
By Proposition 4.16, it is easy to know that 2,z < 3,z < ---nex < ---. That is,
taking m,n € N* and m < n, we can get mgz < ngz. If there is b € I(A) such
that a < b, by Proposition 3.9(4), we have n,z < nyz. Moreover, for all n € N* and
r; € Ag(i=1,---,n), define O x; =21 042204 Ca Tn-

For all subset X of A, the intersection of all ideals containing X is an ideal. We
denote it by (X) and call it the ideal of A generated by X. If X = {z}, we write
(x) as alternatives to ({z}).

Proposition 5.9. Let A be a regular Esemihoop and I be an ideal of A. Then for
all x € A, we have

(1) (x) = {u € Alu < mgx, for some m € N* and a € I(A) such that z < a};

(2) (JU{z}) ={ue Alu < @alzzl(ozi Sq Migx), for some k,m; € N* and some «a; €
I,a € I(A) such that o,z < a}.

Proof. (1) By Definition 4.2 and Proposition 4.16, the proof is obvious.

(2) Let G ={u € Alu < 6F_ (0; ©4 miqx), for some k,m; € N* and some «; €
I,a € I(A) such that a;,x < a}. It is easy to know that 0 € G and I U {z} C G.
Let u* ®v € G and u € G, where a € I(A) such that u,v < a. There are o; € I,
k,m; € N* and b € I(A) such that z,a; < band u™* ®v < @b'le(ozi Op mpx). Also,
we have 3; € I, t,n; € N* and ¢ € I(A) such that z, 5; < cand u < @Cizl(ﬂi OcNic).
Suppose d € I(A) such that a,b,c < d, we have

v<u =g (utOU)=u"? =4 (U O0)
< (e i L (Bi Senicx)) 4 —ra (S5, (i Gy mip))
= (O¢,_ 1(52 OS¢ Nie)) Og (Gb]le (i ©p mipz))
< (04_,(Bi ©aniaz)) S4 (@d]jzl (i ©q miqx)).
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It follows that v € G. Thus, G is an ideal of A containing I U {x}.

Suppose that J is an ideal of A containing I U {z}. For all u € G, there are
Bi €1, t,n; € N and ¢ € I(A) such that z,5; < cand u < @Cti:l(ﬁi Oc Njcx). Since
Tu{z} C J, we have 3; ©. njcx € J and so u < @cizl(ﬁi O nicx) € J. It follows
that u € J, which implies that G C J. Therefore, G is the ideal of A generated by
Iu{z}. O

Definition 5.10. Let I be a proper ideal of an Esemihoop A. I is maximal if it is
not properly contained in any other proper ideal of A.

If A is a regular Esemihoop, then [ is a maximal ideal if and only if for all
x e A\I, (IU{x}) = A.

Proposition 5.11. Let I be a maximal filter of a regular Esemihoop A. Then
Ir ={z € A|3f € F,3a € I(A) such that z, f < a and < f~*} is a maximal ideal
of A.

Proof. By Proposition 4.14 and Remark 4.15, Ir is an ideal of A. Since F is a
maximal filter, for all z € A, there is a € I(A) N F such that x < a. From a € F
and Proposition 5.6(1), we have a ¢ Ir. Hence, I is a proper ideal of A.

Assume that J is a proper ideal of A and Ir C J. If a € I(A) and a ¢ J, we
have a ¢ Ir. By Proposition 5.6(3), we get a € F. Then for all b € I(A) such that
a < b, we obtain a7 € Ip C J. It follows from Proposition 4.18 that F; is a filter
of A. Suppose h € A\J. For all f € F, there exists ¢ € I(A) such that f,h < c.
Hence, we have ¢ ¢ J and f~¢ € Ir C J, which implies that f € F; and so F' C F}.
From the maximality of F', F; = F or Fj = A. If F; = A, we have 0 € F';. There
exists d € I(A)\J such that d = 07¢ € J, which is a contradiction. Thus, Fiy = F.

Let € J. There exists a € I(A)\J such that z < a. From z7*7* = 2 € J,
we have z7¢ € Fy = F. It follows from z < z7+7¢ that « € Irp. This proves that
J CIpandso J = Ip. Thus, Ir is a maximal ideal of A. O

Theorem 5.12. Let A be a proper Esemihoop. A has at least one maximal filter.
If A is regular, then A has at least one maximal ideal.

Proof. Suppose that F is the set of all proper filters of A. There exists 0 # a € I(A).
It is easy to know that the set {z € A|x > a} is a proper filter, which implies that
F # 0. By Zorn’s Lemma, there exists a maximal element F' in F. Therefore, A
has at least one maximal filter.

If A is regular, by Proposition 5.11, we have that Iz is a maximal ideal of A. [

Definition 5.13. Let P be a proper ideal of an Esemihoop A. P is said to be a
prime ideal of A if z Ay € P implies that x € P or y € P for all x,y € A.
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Theorem 5.14. (Prime ideal theorem) Let A be a regular Esemihoop and I an
ideal of A. Suppose ) # S C A such that I NS = . If S is closed under A, there
exists a prime ideal P of A such that I C P and PN S = 0.

Proof. Let H = {J is an ideal of A|[I C Jand J NS = @}. Obviously, we have
I € H and H # (. By Zorn’s Lemma, there exists a maximal element P of H. We
have that I € P and PN S = (). It follows that P # A. Suppose that z Ay € P.
If z ¢ Pand y ¢ P, then we have P & (P U {z}) and P & (P U {y}). Since P is
maximal, we obtain that SN(PU{x}) # 0 and SN{PU{y}) # (. We have u € S such
that w € (PU{z}). There are a; € P, k,m; € N* and a € I(A) such that a;,z < a
and u < @a]‘lle(ai Oa Migr). Similarly, we have v € S and v < @bizl(ﬁi b NipY)s
where 3; € P, t,n; € N* and b € I(A) such that 8;,y < b. Let ¢ € I(A) with a,b < ¢,
z=(0F ). (961 Bi) € P and n = max{my,ma,--- ,mp,ny,na,--- ,ng}. By

Ci=1

Proposition 3.9 and 4.17 and Remark 5.8, we can get

uAv _ (@i ©4 miqx)) A (9;}2:1 (Bi ©p nivy))
o, (Ozz Oc Micx)) A (@Cizl (Bi ©c nicy))
(z Oc ne) N te(z Se ney)
kt)e((2 ©c nez) A (2 Scney))
= (kt)e(z ©c (nex Aney))

< (kt)o(z ©en?(z A Yy)).

;T‘/—\’—\

IAN A IA

AA/_\

It follows from x Ay € P and z € P that u Av € P. Since S is closed under A, we
know that u Av € S and so u Av € PN .S, which is a contradiction. Thus, P is a
prime ideal of A. O

Corollary 5.15. Let A be a regular Esemihoop. If I is an ideal of A and = € A\I,
there exists a prime ideal P of A such that I C P and = ¢ P.

By Corollary 5.15, the following statement is direct.

Proposition 5.16. Let A be a regular Esemihoop. Then every maximal ideal I of
A is a prime ideal.

Proposition 5.17. Let P be a prime ideal of a regular Esemihoop A. Then P is
contained in a maximal ideal of A.

Proof. Assume that z € P and a € I(A)\P such that z < a. We have 27+~ € P by
Remark 4.4. It follows that 27+ € Fp and x727* € Ip,. From < z7+7 ¢, we have
x € Ip,. Thus, P C Ir,. Let a € I(A) and a ¢ P. For all b € I(A) such that a <,
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we have a Aa™® =a~* =0 € P. Since P is prime and a ¢ P, we get a~® € P. This
proves that P satisfies the condition in Proposition 4.18. Hence, Fp is a filter of A.
By Proposition 4.14 and Remark 4.15, I, is an ideal.

Set F = {F|F is a filter of A and Fp C F'}. By Zorn’s Lemma, there is a max-
imal element F,,,, in F. This implies that F,,.. is a maximal filter of A and
Fp C Fhae- Thus, Ip, C If,,,.. It follows that P C I, . Since Fjq, is maximal,
we have that I, is a maximal ideal by Proposition 5.11. O

By Corollary 5.15 and Proposition 5.17, we get the following statement.

Proposition 5.18. Every proper ideal of a regular Esemihoop A is contained in a
maximal ideal of A.

Proposition 5.19. Let P is an ideal of a regular Esemihoop A. Then P is prime
if and only if for any two ideals I and J, INJ C P implies that I C P or J C P.

Proof. =: Suppose that I ¢ P and J ¢ P. There are z € I\P and y € J\P. It
follows that x Ay € INJ C P. Since P is prime, we have x € P or y € P, which is
a contradiction. Thus, I C P or J C P.

<: For all z,y € A, we have (x Ay) = (x) N (y). Indeed, Let z € (x A y).
There exist a € I(A) and n € N* such that z Ay < a and z < ng(z A y). For
all ¢ € I(A) such that z,y,a < ¢, by Proposition 4.16 and Remark 5.8, we have
na(x ANy) < ngx < nex and ng(z A y) < ngy < ney. Thus, z < nex and z < ney,
which imply that z € (z) N (y). Conversely, let z € (x) N (y). There are a,b € I(A)
and m,n € N* such that x < a,y < b,z < mgx and z < npy. Then, for all ¢ € I(A)
with a,b < ¢, we have z < mqz A npy < mex Aney < (mn)c(x Ay) by Proposition
4.17. Thus, z € (zAy). If x Ay € P, we get ()N (y) = (xAy) C P. Hence, (z) C P
or (y) € P. This proves that © € P or y € P. Therefore, P is prime. O

Proposition 5.20. Let A be a regular Esemihoop and I a maximal ideal of A.
For all a € I(A), IN A, = A, or I N A, is a maximal ideal of the semihoop
(Aaa ®7 _>a7 /\7 07 CL).

Proof. Assume that a € I(A) and I N A, # A,. Obviously, I N A, is an ideal of
the semihoop A,. Let x € A,\(I N A,). We have z ¢ I and so (I U {z}) = A.
For all z € A, C A, there exist w; € I,s,n; € N* and b € I(A) such that w;,z <b
and z < ©,°_ (w; ©p npz). Hence, there is ¢ € I(A) such that a,b < ¢, we obtain
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2 < 0. _ (wi ©¢ niex). By Proposition 4.17, we have

z—z/\a<( ¥ (wi Bcniex)) Na
Wi Oc Nic) A a)
wi A a) Sc (niex A a))

i A\ @) O Nie).

Czl

(
< czl(
 ((w

Since w; Aa € INA,, we get z € ((INAg)U{z}). This implies that (INA,)U{x}) =
A,. Therefore, I N A, is a maximal ideal of A,.

6 States

In this section, we shall define Bosbach states and Riecan states on Esemihoops.
In addition, the relations between Bosbach states and Riecan states are discussed.
It is proved that a Bosbach state on Esemihoops is a Riecan state. In particular,
Bosbach states and Riecan states are consistent on Glivenko Esemihoops.

Definition 6.1. Let A be an Esemihoop with the least element 0. A Bosbach state
on A is a function s : A — [0, 1] satisfying the following conditions:

(1) s(0) = 0;

(2) there exists g € A such that s(zg) = 1;

(3) forall z,y € Aand a € I(A) such that z,y < a, s(z)+s(x =4 y) = s(y)+s(y =4
Example 6.2. For the bounded semihoop A = {0,a,b,c,1} given in Example
3.15(ii) of 2], let B = {f € [lies Ailsupp(f) is finite}, where A; = A for each
1 € I. From Example 3.5, we have that B is an Esemihoop. For all f € B, we define
a mapping s on B. If for each i € I, f; = 0, then s(f) = 0. Otherwise, s(f) = 1.
For all f,g € B, there exists m € I(B) such that f,g < m. It is easy to check that
s(f)+ s(f —=m g) = s(g) + s(g —=m f). Therefore, s is a Bosbach state on B.

Example 6.3. Let A = {0,a,b,1} be the bounded perfect semihoop in Example
4.6(ii) of [2]. By Theorem 3.5 in [3], we have that A has a Bosbach state s. For all

T €A,
s(z) = 0, =0,
| 1, otherwise.

Suppose that B = {f € [[;es Ailsupp(f) is finite}, where A; = A for each i € I.
From Example 3.5, we have that B is an Esemihoop. For all f € B, we define
5(f) = s(f1) on B. For any f,g € B, there is m € I(B) such that f,g < m. We can
get that $(f) + 8(f —m g) = 8(9) + 8(g —m [f). Thus, § is a Bosbach state on B.
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Proposition 6.4. Let A be an Esemihoop with the least element 0 and s a Bosbach
state. For all z,y,z € A and a € I(A) such that x < a, the following statements
hold.

(1) s(x) < s(a) and s(x™*) = s(a) — s(x);

(2) s(z+*) = s();

(3) s(x7*7e =4 ) = s(a);

Moreover, if a € I(A) such that z,y < a,

= 5(y —q );

Proof. (1) Since s is a Bosbach state on A, we have s(x~*) + s(x) = s(z —4 0) +
s(z) = s(0) + s(0 —4 x) = s(0) + s(a), which implies s(z7) = s(a) — s(x). From
s(z7*) >0, it follows s(z) < s(a).

(2) By (1), s(z77) = s(a) = s(z7) = s(a) — (s(a) = s(x)) = s(x).
(3) From (2) and Definition 6.1(3), we have s(z) +s(z7*7* =, z) = s(z7*7*) +
s(x7ome =4 x) = s(x)+s(x —4 727 *) = s(x)+s(a). Thus, s(z727* =, z) = s(a).

(4) Suppose that < y and a € I(A) such that z,y < a. We have s(x) + s(a) =

s(x) + s(xz = y) = s(y) + s(y —aq ), that is, s(z) — s(y) = s(y =4 ) — s(a). From
Yy —q ¢ < aand (1), we obtain s(y —4 ) < s(a). It proves that s(z) —s(y) < 0 and
so s(x) < s(y).

(5) Since s(z) + s(x —4 y) = s(y) + s(y —4 ), this result is obvious.
(6) From y <y o7, we have z =, y <z —, y~* . Thus,

8((.% —a y) —a (‘T —a yiuia)) = S(G’)'

Since y 7 =, y < (‘T —a y_a_“) —a (aj —a y)7 by (3) ( )7 we get S( ) =
s(ymame =4 y) < s((x —=a YY) =y (=4 y) < s(a), which implies that
s((x =qy™ ) =4 (x =4 y)) = s(a). Hence

3($ —a y_a_a) + S(a) = 5(1,‘ —a y_a_a) + 5(($ —a y_a_a) —a ($ —a y))
=s(@ —=ay) +s(( =ay) 2o (@ =20y 7))
= s(z —q y) +s(a).

This shows that s(z —, y *¢) = s(r —4 y). In a similar way, we can prove
s(:r_a_a —a y) = S(x —a y)
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(7) Since 7¢ =4y~ * =y —¢ x " * and (6), we have s(z7* =4y~ ¢) = s(y —4
xTeme) =5y —q T).

(8) It is easy to know that s(zOy)+s((z@y)~*) = s(0)+s(0 =, (zOy)) = s(a)
and so s(z ©y) = s(a) —s((x O y)™*) = s(a) —s(x =4y~ *).

(9) Let a € I(A) such that z,y,z < a. By (5), (7) and z =4 y <y~ @ —4 27°,
we have

s((™ =a27") =a (2 20 y)) = 5((2 2ay) =a (Y7 =0 277)) = s(a).

Also, from Proposition 2.2(8), we have (y7* —, 27%) =4 (2 =4 y) < (z —4
(y=* =4 27%)) =4 (¥ =4 (2 =4 y)) < a. Hence,

s(a) =s((y™* =a 27%) 2a (2 2ay))
< s((x = ( “ a2 ) “a (T =a (2 2ay)))
< s(a).
It proves that s((z —¢ (Y7 =4 27%)) =4 (x =4 (2 =4 y))) = s(a). Similarly,
we can get s((x —4 (2 —4¢ ¥)) =0 (@ —4 (Y7 —4¢ 277))) = s(a). Therefore,
$(x =4 (Y7 =4 27%) = s(x =4 (2 =4 y)) by (5). O

Theorem 6.5. Let A be an Esemihoop with the least element 0. Suppose that
s: A —[0,1] satisfies s(0) = 0 and there exists xg € A such that s(zg) = 1. For all
z,y € A and a € I(A) such that z,y < a, the following conditions are equivalent:
(1) s is a Bosbach state on A;

(2) z <y = s(y 2a z) = s(a) + s(z) — s(y);

(3) s(y —a @) = s(a) + sz Ay) — s(y)

Proof. (1) = (2) Let z <y and a € I(A4) such that z,y < a. Thus, we have s(x) +
s(a) = s(x) + s(x =4 y) = s(y) + sy =4 ) and so s(y —4 ) = s(a) + s(x) — s(y).
(2) = (3) Since Ay < y and Proposition 2.2(10), we have s(y —4 ) = s(y —4
(& A y)) = s(a) + s(z A y) — s(y).
(3) = (1) It follows from (3) that s(y)+s(y —a ) = s(y)+s(a)+s(zAy)—s(y) =
s(a) + s(z A y). For the same reason, s(z) + s(x —4 y) = s(a) + s(x A y). Thus, we
have s(y) + s(y =4 ) = s(z) + s(z —4 y). It means that s is a Bosbach state. [

Proposition 6.6. Let A be an Esemihoop with the least element 0 and s be a
Bosbach state. Then

(1) Ker(s) = {z € A|s(z) = 1} is a proper filter of A;

(2) (‘T?y) € 6)Ker(s) — S(l‘) = S(y) = S(x A y)
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Proof. (1) Since s is a Bosbach state, there exists z¢p € A such that s(z¢) = 1. For all
x € A, there is a € I(A) such that zp,x < a. Thus, we have 1 = s(x¢) < s(a) and so
a € Ker(s). It means that Ker(s) # () and for all x € A, there is a € I(A) N Ker(s)
such that z < a. Let z,y € A and b € I(A) such that z,y < b. Suppose that
z,x —p y € Ker(s). It follows from z < y — x that 1 = s(z) < s(y — x). Hence,
s(y —=p ) = 1. From s(z) + s(x = y) = s(y) + s(y = x), we have s(y) = 1,
which implies y € Ker(s). From Proposition 4.11 and s(0) = 0, we have that
Ker(s) = {x € Als(x) = 1} is a proper filter of A.

(2) = Let 7,y € A and (7,y) € Oger(s)- There exists a € I(A) such that
z,y <aand x —, Yy, y =4 & € Ker(s). Thus, we have s(x) = s(y) by Proposition
6.4(5). From z —, y < a, we get 1 = s(z —, y) < s(a) and so s(a) = 1. Therefore,
s(x Ny) = s(y —q x) — s(a) + s(y) = s(y).

<=: Suppose that z,y € A and s(z) = s(y) = s(x Ay). For all a € I(A) such
that z,y < a, we have s(y —q z) = s(a) + s(zr Ay) — s(y) = s(a) and s(x —4 y) =
s(a) + s(z A y) — s(z) = s(a). Hence, s(x —4 y) = s(y =4 =) = s(a). Since s is
a Bosbach state, there is g € A such that s(xg) = 1. For each b € I(A) such that
xo,x,y < b, we have s(b) = 1, which implies that s(z —p y) = s(y —p ) = 1 and so
T —p Y, Yy —p ¢ € Ker(s). It proves that (7,y) € Oger(s)- O

Definition 6.7. Let A be an Esemihoop with the least element 0. Two elements
x,y € A are said to be orthogonal if there is a € I(A) such that x,y < a, y=* ¢ <
x~, and we write x L y.

Let A be an Esemihoop with the least element 0. If x L y, for all a € I(A)
such that z,y < a, we define +, on A: z+,y = z7¢ —, y 2 *. It is clear that
THayY =T * =gy ¢ =Y ¢ 4T * *=Y+4T.

Remark 6.8. Let A be an Esemihoop with the least element 0.

x 1 y<= Ja € I(A) such that z,y < a,y @ @ <z @
<= Va € I(A) such that z,y < a,y * ¢ <z .

Let a € I(A) such that z,y < a. By y * ¢ < z7¢, we have x7¢ 7o < y e a7e =
y~o. For all b € I(A) such that z,y < b, there is ¢ € I(A4) such that a,b < ¢. By
Proposition 3.9, we obtain x < z7¢7e < y7e < y~c. Thus, x <y cAb=y"t. Then
in A., we get that y7* -, 0 <z —.0andso (y7® -, 0)Ab< (z —.0)Ab It
proves that y7¢7% < x7¢. The other direction clearly holds.

Proposition 6.9. Let A be an Esemihoop with the least element 0. The following
statements are equivalent: for all z,y € A,
(1) z Ly;
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(2) for all a € I(A) such that z,y < a,z7*7* Oy * * =0;
3)zoy=0.

Proof. (1) = (2) = (3) = (1) are easily proved. O

Proposition 6.10. Let A be an Esemihoop with the least element 0. Then for all
x,y € A,

DNz ly<=ylux

(2) for any a € I(A) such that z < a, z L 27* and = L 0;

(3) for all a € I(A) such that z,y < a,z <y=— 2 L y .

Proof. By Proposition 6.9, the proof is straightforward. O

Definition 6.11. Let A be an Esemihoop with the least element 0. A map s: A —
[0,1] is called a Riecan state on A, if it satisfies the following conditions:

(1) there is g € A such that s(xg) = 1;

(2) if # Ly, for all @ € I(A) such that z,y < a, s(x +4 y) = s(x) + s(y).

We denote by R[A] the set of all Riecan states on A.

Proposition 6.12. Let A be an Esemihoop with the least element 0 and s be a
Riecan state Then for all z,y € A:
(1) 5(0) =

(2) for all a e I(A) such that z < a, s(x7*) = s(a) — s(x) and s(z7*7*) = s(z);
(3) for all a € I(A) such that z < a, s(x) < s(a);

(4) z <y = s(x) < s(y);

(5) Ker(s) ={z € A|s(z) = 1} is a proper filter of A.

Proof. (1) Since s is a Riecan state, for all a € I(A), we have s(04,0) = s(0) +s(0).
Also, we have s(0 +,0) = s(07¢ —, 07¢7¢) = s(a =, 0) = s(0). It proves that
s(0) = 0.

(2) Let a € I(A) such that x < a. From z7¢ L x and z7¢ 4+, = 27¢7* —,
x7e"e = a, we have s(z7* +, ) = s(z7*) + s(x) and s(z7* +4 ) = s(a). It
follows that s(x™*) + s(x) = s(a) i.e. s(x7*) = s(a) — s(x). Moreover, s(x7*7*) =
s(a) —s(z7) = s(a) — (s(a) — s(z)) = s(x).

(3) By (2), we have s(z7¢) = s(a) — s(x). By s(z7¢) > 0, it follows s(z) < s(a).

(4) Suppose that z < y and a € I(A) such that z,y < a. We have x L y~ @ by
Proposition 6.10(3). Thus, s(z +4, y7¢) = s(z) + s(y™*) = s(z) + s(a) — s(y).
follows that s(x) — s(y) = s(x +4,y~ ) — s(a). From (3), we have s(z 4,y *) < s(a )
which means that s(z) < s(y).

(5) From the proof of Proposition 6.6(1), we have that Ker(s) # () and (ESF1)
holds. Let z,y € A and b € I(A) such that =,y < b. Suppose that z,x —
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y € Ker(s). Clearly, s(b) = 1. It follows from = < (x —4 y™>7%) —4 y vt and
x —py < x —p y o7t that s((x —p y7o78) =y y o) = s(x —p yrb) = 1.
Hence, by (2), s(z @ y7t) =s(b) —s((z©y™?)™)=1—-s(x =, y ) =0. From
y Pt <xopy = (x0y )b weget (xOy ™) Ly. Thus, s((z@y™?) +py) =
s(x@y~*)+s(y) = s(y). Wealso have s((z0y ") +py) = s((xOy™") " —=py 70 =
s((x =py~*7?) =y v7¢) = 1. Hence, we have s(y) = 1. It proves that y € Ker(s).
Therefore, Ker(s) = {z € Als(x) = 1} is a filter of A. By s(0) = 0, we get that
Ker(s) is proper. O

Theorem 6.13. Let A be an Esemihoop with the least element 0. A Bosbach state
on A is a Riecan state.

Proof. Let s be a Bosbach state on A and = L y. For all a € I(A) such that
z,y < a, we have y~*7¢ < z7. It follows that s(y "¢ —, 27¢) = s(a). From
s(e) +s(a™ 2ay o) =s(y )+ sy e 2ax ), we have (s(a) —s(x)) +

s(x7e =4 y~o7e) = s(y) + s(a) by Proposition 6.4. Then, s(z +,y) = s(z7* —,
y~ o) = s(x) + s(y). Therefore, s is a Riecan state. O

Definition 6.14. Let A be an Esemihoop with the least element 0. A is called
Glivenko if for all a € I(A) such that z,y < a, (x =4 y) * ¢ =a =4y * °.

Obviously, a regular Esemihoop A is Glivenko.

Theorem 6.15. Let A be an Esemihoop with the least element 0. The following
properties are equivalent: for all z,y € A,

(1) A is Glivenko;

(2) for all a € I(A) such that z < a, (z7*7¢ =4 z)7 %7 = a;

(3) for all a € I(A) such that z,y < a, (r =4 y) @ @ =x7 2o =,y o .

Proof. (1) = (2) Let a € I(A) such that z < a. Since A is Glivenko, (z7* 7+ —,
r)TeTe =TT 5T = q.

(2) = (1) For all a € I(A) such that z,y < a, (y > * =4 y) ¢ * = a. From
y—a—a —>a y S (x —>(l y_a_a) —>a ($ _>a y)7 we have

(o =ay) S (@ =0y ) e (@0 y)
<((z—=ay @79 —=a (=4 y) o7e)
= (

T =Y ¢ ) =4 (x =4 y) 2@ (Proposition 2.3).
This proves that (z —, y797¢) =4 (r =4 y) @@ = a and s0 & —, y ° ¢ <
(ZU —a y)—a—a‘ Since zx —a Y S T —q y_a_a’ we have (x —a y) a—a S (117 —a

yeTe)TeTe = x —q y o . Therefore, (z —q y)7*7* =2 =4 y o . It follows
that A is Glivenko.
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(1) <= (3) For all a € I(A) such that z,y < a, we get x7*7¢ —, y o7 ¢ =
y o= x =y r@a)*=x—4y * o It is easy to check that A is Glivenko if
and only if (x —q y) e "¢ = x7e7e —, y e, 0

Theorem 6.16. Let A be a Glivenko Esemihoop. Bosbach states and Rie¢an states
coincide on A.

Proof. Let s be a Riecan state. For all z,y € A and a € I(A) such that z,y < a, we
have (z Ay) e e < x~e e, It follows that 27+ L (x Ay). Thus, s(z7e 4+, (x Ay)) =
s(z7*) + s(x Ay) = s(a) — s(z) + s(x A y). Moreover,

s —=a (@ Ay) )

((x =4 (x Ay))"27*) (Theorem 6.15)
s(x —4 (z Ay)) (Proposition 6.12)

= s(x —4 y) (Proposition 2.2).

s(z7e 44 (x A y))

I
®

Hence, s(z —4 y) = s(a) — s(x) + s(z A y). By Theorem 6.5, s is a Bosbach state.
This together with Theorem 6.13, we get that Bosbach states and Riecan states
coincide on A. O

Corollary 6.17. Bosbach states and Riecan states coincide on a regular Esemihoop
A.

7 Internal States

In this section, we shall introduce the concept of internal states on Esemihoops. We
show that there is a one-to-one correspondence between the set of all T-compatible
Riecan states on an Esemihoop A and the set of all Riecan states on 7(A). Further-
more, it is proved that the subset T of the power set of all prime state filters on an
Esemihoop is a topological space.

Definition 7.1. Let A be an Esemihoop with the least element 0. An internal
state on A is a mapping 7 : A — A such that the following conditions hold: for all

) 7(0) = 0;

(52) <7(y);

(S3) for any a € I(A) such that x,y < a, 7(x =4 y) = 7(2) =7(a) T(T A Y);
(S4) for any a € I(A) such that z,y < a, 7(z O y) = 7(2) O 7(x =4 (z O Y));
(S5) 7(7(z) © 7(y)) = 7(x) © 7(y);

(S6) 7(7(2) AT(y)) = T(2) A T(y).
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Let A be an Esemihoop with the least element 0 and 7 be an internal state on A.
The pair (A, 7) is said to be a state Esemihoop. Two elements z,y € A are called
comparable if x <y or y < x.

Example 7.2. Let A be an Esemihoop with the least element 0. From Proposition
2.2(11), we can check that the identity 14 : A — A is an internal state on A.

Example 7.3. Let A and B be two Esemihoops with the least element 0. From
Example 3.7, we have that A x B is an Esemihoop. Define a function 7 on A x B as
follows: 7((x1,z2)) = (x1,0) for all (z1,z2) € A x B. By Proposition 2.2 (10) and
(11), we have that 7: A x B — A x B is an internal state on A x B.

Proposition 7.4. Let A be an Esemihoop with the least element 0 and 7 be an
internal state. The following properties hold: for all z,y € A,

(1) if a € I(A), 7(a) € I(A);

(2) for all a € I(A) such that x < a, 7(x7) = (7(z)) @,

(3) (@ oy) =2 7(@) ©7(y);

(4) for all @ € I(A) such that 2,y < a, 7(z =4 y) < 7(¥) =7 T(y). If  and y are
comparable, 7(z —4 y) = T7(z) =) T(¥);

(5) 7%(z) = T(2);

(6) x Ly = (x) L 7(y):

(7) for all @ € I(A) such that z,y < a, v Ly = 7(7(2) +70)T(¥)) = 7(2) +70) T(¥);
(8) 7(4) = {x € Alr(z) = z}.

Proof. (1) Let a € I(A). From (S4), 7
7(a) ® 7(a). It means that 7(a) € I(A).

(2) For all a € I(A) such that x < a, by (S1) and (S3), 7(z7¢) = 7(x =, 0) =
7(z) —7(a) T(z A 0) = 7(x) —7(a) 7(0) = 7(z) —7(a) 0= (r(z)) .

(3) For all a € I(A) such that z,y < a, we have y < x —, (x ®y). It follows
from (S2) that 7(y) < 7(x —4 (x ©y)). By (S4), 7(x) © 7(y) < 7(x) © 7(x —4
(o) =z o y).

(4) Suppose that a € I(A) such that x,y < a. Since 7(x A y) < 7(y), we get
T =0 y) = 7(7) =@ T(@AY) < 7(2) =@ T(y). If 2 <y, we obtain that
7(z) < 7(y) and 50 7(x) 7o) T(y) = T(a). Also, we have 7(z —4 y) = 7(T) —r(q)
T(z ANy) = 7(x) —=r@) T(x) = 7(a). Therefore, 7(z —4 y) = 7() =7 T(y). If
y <z, then 7(z =, y) = 7(2) =70 T(@ ANY) = T7(T) =7(0) T(Y)-

(5) Let a € I(A) such that x < a. From (S6), 7%(z) = 7(7(x)) = 7(7(x) A7(a)) =
7(z) A1(a) = 7(x).

(6) Assuming = L y. For all a € I(A) such that z,y < a, we get y 27+ < x7e.
This proves that 7(z),7(y) < 7(a) and 7(y " *) < 7(x79).

We have (7(y)) @ 7@ < (7(x))" 7@ by (2). Therefore, 7(x) L 7(y).

(a) =T(a®a) =7(a) ©7(a =4 (a®a)) =

189



MIN Liu AND HONGXING Li1U

(7) Let « L y. For all a € I(A) such that z,y < a, we obtain that 7(y7*7¢) <
7(z7) and 7(z) L 7(y) by (6). Thus, from (2), (4) and (5), we have

T(1(x) +a 7(y)) = 7((7(2)) 7@ —=r(q) (7(y)) 7@ 7(@)
T(T(27*) —7(a) T(y_“ “))
=72(27") =) Ty OT)

=7(27%) =7 Ty )

= (1(2))7@ =) (T(y)) 7@ 7@

= 7(@) +r(a) T(¥)-

(8) For all y € {z € A|r(z) = =z}, we have y = 7(y) € 7(A). Hence, {z €
Alr(z) = 2} € 7(A). Conversely, let y € 7(A). There is € A such that 7(z) = y.
We have 7(y) = 7(7(z)) = 7(z) = y. It follows that y € {x € A|r(z) = x}.
Therefore, 7(A) = {z € A|r(z) = z}.

Proposition 7.5. Let (A, 7) be a state Esemihoop. 7(A) is a subalgebra of A.

Proof. Suppose that 7(z),7(y) € 7(A). From (S5) and (S6), 7(A) is closed under
the operations A and ®. There is a € I(A) such that z,y < a. It follows 7(x), 7(y) <
7(a) € I(7(A)). For all a € I(A), we have 7(a) € I{(A) N7(A). By Lemma 4.9 in [3],
T7(Aq) = {7(z) € T(A)|z < a} is a subalgebra of A,. Therefore, 7(A) is a subalgebra
of A. O

Definition 7.6. Let (A, 7) be a state Esemihoop and s be a Riecan state on A. s
is said to be 7-compatible if 7(x) = 7(y) implies that s(x) = s(y) for all z,y € A.

The set of all 7-compatible Rie¢an state on (A, 7) is denoted by R.[A].

Theorem 7.7. Let (A, 7) be a state Esemihoop. There is a one-to-one correspon-
dence between the set of all 7-compatible Riecan states on A and the set of all
Riecan states on 7(A).

Proof. Assume that s is a Riecan state on 7(A). For all z,y € A, we define a
function ¢ : R[T(A)] — R;[A] as follows: ¢(s)(z) = s(7(x)). Next, we shall prove
that the mapping ¢ is well defined. Since s is a Riecan state, there is 7(xg) € 7(A)
such that s(7(z¢)) = 1. Thus, ¢(s)(xo) = s(7(x0)) = 1. Let L y. For all a € I(A)
such that z,y < a, we get y~*~¢ < x7*. By Proposition 7.4(6), 7(z) L 7(y). From
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Proposition 7.4(4), we have
T(@tay) =7(@ " =ay )

- T(x_a) —7(a) T(y_a_a)

= (r(@))® 3 (7(y)) T

= T(ﬂ?) +T(a) T(y)
It follows from 7(x) L 7(y) that ¢(s)(z +4y) = s(7(x +a y)) = $(7(2) +7(a) T(¥)) =
s(t(x)) + s(t(y)) = ¢(s)(x) + ¢(s)(y). Hence, ¢(s) is a Riecan state on A. If
7(x) = 7(y), w(s)(z) = s(7(x)) = s(r(y)) = #(s)(y). This proves that ¢(s) is a
T-compatible Riecan state on A.

Let s be a T-compatible Rie¢an state on A. Define a mapping ¢ : R.[A] —
R[T(A)] as follows ¢ (s)(7(x)) = s(z) for all z,y € A. Now, we prove that 1(s) is
a RieCan state on 7(A). Since s is a Riecan state on A, there is zy € A such that
s(xp) = 1. Then, ¥(s)(t(z9)) = s(xg) = 1. Suppose that 7(z) = 7(y). We get
s(x) = s(y). If 7(x) L 7(y), for all 7(a) € I(7(A)) such that 7(x),7(y) < 7(a), we
have (7(y)) 7@ 7@ < (7(z)) "@. It follows that 7(y~*"¢) < 7(z~). Therefore,

T(7(2) +r(a) T(1)) = T((7(2)) 7@ =gy (7(y)) 7@ (@)
T(T(.CE_‘Z) _>T(a) T(y_a_a))

= (1(2)) 7@ =,y (1(y)) 7@ 7@
= 7() +7@) T(y)-

Thus, we have

<
—~
V)
SN—
—~
3
—~
8
N—
K
—~
S
=
—
<
SN—
~—
(I
<
—
V)
TN
—~
9
—~
3
—~~
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N—
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—~
S
~
—
<
SN—
~—
~—

It means that 1 (s) is a Riecan state on 7(A). The mapping v is well defined.
Suppose that si,se are 7-compatible Riecan states on A and ¥(s1) = ¥(s2).
For all x € A, si(x) = ¢¥(s1)(7(z)) = ¥(s2)(7(z)) = sa2(z), which implies that
s1 = s9. If s is a Riecan state on 7(A), for all 7(z) € 7(A), we obtain s(7(z)) =
©o(s)(x) = (e(s))(r(x)). This proves that v is a bijection from R.[A] onto R[7(A)]
and »~! = . Hence, there is a one-to-one correspondence between the set of
T-compatible Riecan states on A and the set of Riecan states on 7(A). O
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Definition 7.8. Let (A,7) be a state Esemihoop. A nonempty subset F' C A is
said to be a state filter of (A, 7) if F'is a filter of A and x € F implies that 7(z) € F'
for all z € A.

For all ) # F C A, the smallest state filter of (A4, 7) containing F' is denoted by
| F'], which is said to be the state filter of (A, 7) generated by F.

Theorem 7.9. Let (A, 7) be a state Esemihoop and () # X C A.

(1) [Xlr={z€ Az 2 (21 07(21)) O © (20 O T(7p)), 21, ;T € X,n > 1};
2) If X ={z}, |z]r={2€Alz> (zO7(z))",n>1};

(3) If F is a state filter of (A,7) and x ¢ F, |[FU{z}], ={z € Az > fo (zO
T(x))", f € F,n > 1}.

Proof. (1) Suppose that S = {z € A|z > (2107(21))®- - -O (2, OT(2y)), T1, -+ ,Tpn €
X,n > 1}. Let x € X. We have x > = ® 7(z). It follows that x € S and
so X € S. Forall z € A and z1,---,2, € X, there is a € I(A) such that
T, 21, T, T(2), T(21), -+, T(2n) < a. Thus,a > (2107(21)) OO (2, OT(2y)),
which implies that a € S. If z,2 —4 y € S, where b € I(A) with z,y < b, there are
m,n >1and z1, - ,Tm, Y1, ,Yn € X such that > (21 O 7(21)) © -+ O (T, ©
T(zm)) and @ =y 2 (Y1 © 7(y1)) © -+ © (yn © 7(yn)). Then (21 O 7(21)) © -+ ©
(Zm OT(@m) O (1 OT(Y1)) OO (Yn ©T(yn)) <z O (x —p y) < y. It means that
y € S. By Proposition 4.11, S is a filter of A containing X. For all z € S, there

exist m > 1 and 2y, , 2y, € X such that > (21 O 7(21)) © - O (T © T(T1))-
We get
7(x) 2 7((21 © 7(21)) © -+ © (T O T(2m)))
>7(z107(21)) @ OT((xm © T(Tm)))
> (r(21) ©1) © -+ © (70 © T0).

So 7(x) € S. This proves that S is a state filter of (A, 7) containing X. Assume
that T is a state filter of (A, 7) containing X. For all z € S, there exist m > 1
and z1, - ,zym € X such that 2 > (21 © 7(21)) © -+ © (T, © T(zp,)). From
i, T, € X C T, we get 7(x1),--+ ,7(zm) € T. We have (z1 © 7(z1)) ®
- ® (zm © 7(xy)) € T, which means that x € T and so S C T. Therefore
X ={2€A]z2> (21 07(21)) © - O (2 O 7(xp)),z1,- -+ ,Tp € X,n > 1}.
The proofs of (2) and (3) are similar to (1). O

Proposition 7.10. Let (A, 7) be a state Esemihoop and z,y € A.
(1) z<y= |yl € ]+
(2) [r(2)]- € [z]r = [z O ()]
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Proof. The proof is straightforward. O

Definition 7.11. Let (A, 7) be a state Esemihoop. A proper state filter F' of (A, 1)
is said to be prime if for any two state filter Fy, Fo, FiNFy C FF = F; C F or
Fy CF.

We denote the set of all prime state filters of (A, 7) by PSF[A].

Definition 7.12. Let (A, 1) be a state Esemihoop and F' a proper state filter. F' is
said to be maximal if no proper state filter of (A, 7) can strictly contain it.

Lemma 7.13. Let (A,7) be a state Esemihoop and F' a proper state filter. The
following conditions are equivalent:

(1) F is a maximal state filter;

(2) for all x € A\F, |FU{z}]|, = 4;

(3) for all z € A\F, there are a € I(A) and a positive integer n > 1 such that z < a,
((r(w))") @ € F.

Proof. (1) <= (2) The proof is similar to Theorem 5.3.

(2) = (3) Suppose that x € A\F. We have 0 € A = |F U {x}|,;. There are
f € Fand n € N* such that 0 > f ® (z ® (7(2)))". It follows that 0 = 7(0) >
() or((z o (r(x)") > 7(f) ® (r(x))**. There exists a € I(A) such that z, f < a
and 7(f) < ((1(x))?")"7@. From 7(f) € F, we get ((7(z))*") 7@ € F.

(3) = (2) Let z € A\F. There are a € I(A) and a positive integer n > 1
such that z < a and ((7(x))") 7@ € F. Then ((7(z))") @ © (z ® 7(z))" <
((7(z))")" @ @ (7(x))™ = 0. This together with ((7(z))") 7@ € F implies 0 €
|FU{z}];. Thus, |[FU{z}], = A. O

Let (A, 7) be a state Esemihoop and X C A. We define [X] = {F € PSF[A4]|X ¢
F}, which is a subset of PSF[A]. If X = {z}, let [x] = [{z}] = {F € PSF[A]|z ¢ F}.

Proposition 7.14. Let (A,7) be a state Esemihoop, X,Y C A and {X;}ier be
family subsets of A. The following properties hold:

) X CY = [X]C[Y];

2) [0] = PSF[A], [0] = 0;

) (XIn[Y]=[[X]-n[Y]];

) ze[[ ] = [UzEI Xl]?

5) [X] = [lX14]-

Proof. The proofs of (1) and (2) are straightforward.
(3) Let F € [X]N[Y]. We get X, Y ¢ F. It follows that | Y] ¢ F
and | X1, N|Y]|, € F. This means that F € [[X], N |[Y],]. Hence [ |N[Y] C

(1
(
(3
(4
(
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[| X7+ N [Y];]. Conversely, if FF € [|X]|,; N [Y];], we have | X],N|Y], € F. We
have that X C |[X|, € FandY C Y], € F. Thus, F € [X]N[Y ] This proves
(1X]-0 (Y]] € [X] 0 Y],

(4) Since X; C U;er Xi for all i € I, we have [X;] C [U;er Xi]. Obviously,
User[Xi] C [Uier Xi]. Assume that F € [U;c; Xi]. There is j € I such that X; ¢ F,
which means that F' € [X;] and F' € U;c;[X;]. Thus, [U;er Xi] € User[Xil.

()SmceFE[X](z)X,@F(z) X]T;(_F<:>F€[LX]T],Weget
X] = (LX) .

Proposition 7.15. Let (A, 7) be a state Esemihoop and z,y € A. Then
(1) [2] = [[=]+];

(2) x <y=[y] C [z];

(3) [z] Uy = [z Oyl

Proof. The proof is straightforward. O

Theorem 7.16. Let (A, 7) be a state Esemihoop and 7 = {[X]|X C A} a subset
of the power set of PSF[A]. Then T is a topology on PSF[A].

Proof. By Proposition 7.14(2), (3) and (4), the proof is obvious. O

8 Conclusion

In this paper, we give the notion of Esemihoops, which is an extension of semihoops
and Ehoops. We also present some properties of Esemihoops. Moreover, we define
congruences, ideals and filters on Esemihoops. The relations between them are
discussed. Because Esemihoops do not satisfy 2 ® (z — y) = y ©® (y — ) and
xANa =z ©®a for all a € I(A), the proofs of many properties are different from
those of Ehoops. We have that every Esemihoop has at least one maximal filter.
In a regular Esemihoop A, we prove that A has at least one maximal ideal and
every proper ideal is contained in a maximal ideal. In addition, it is proved that
a Bosbach state on Esemihoops is a Riecan state. Specially, Bosbach states and
Riecan states are consistent on Glivenko Esemihoops. Furthermore, we show that
there is a one-to-one correspondence between the set of 7-compatible RieCan states
on A and the set of Riecan states on 7(A). Moreover, we get that the subset 7 of
the power set of all prime state filters on Esemihoop is a topological space.
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Abstract

The telegrapher’s equations constitute a set of linear partial differential
equations that establish a mathematical correspondence between the electri-
cal current and voltage within transmission lines, taking into account factors,
such as distance and time. These equations find wide applications in the de-
sign and analysis of various systems, including integrated circuits and antennas.
This paper proposes the utilization of higher-order-logic theorem proving for a
formal analysis of the telegrapher’s equations, also referred to as the transmis-
sion line equations. Specifically, we present a formal model of the telegrapher’s
equations in both time and phasor domains. Subsequently, we employ the HOL
Light theorem prover to formally verify the solutions of the telegrapher’s equa-
tions in the phasor domain. Furthermore, we established a connection between
phasor and time-domain functions to formally verify the general solutions for
the time-domain partial differential equations for the current and voltage in
an electric transmission line. To demonstrate the practical effectiveness of our
proposed formalization, we conduct a formal analysis of a terminated transmis-
sion line and its special cases, i.e., short- and open-circuited transmission lines
commonly used in antenna design, by formally verifying the load impedance
and the voltage reflection coefficient.
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1 Introduction

Transmission line theory provides a fundamental framework for understanding and
analyzing the behavior of transmission lines in the context of their application in var-
ious domains, such as integrated circuits and antennas. It serves as a mathematical
foundation, capturing an efficient power transfer, ensuring dependable communi-
cation, optimizing system design and achieving an electromagnetic compatibility.
Therefore, electrical transmission lines play a pivotal role in the conveyance of sig-
nals and electrical energy, primarily for the transmission of power, from a source to a
load. For instance, in real life, a transmission line acts as a conduit for distributing
electricity to homes, businesses, industries, and hospitals, working in conjunction
with power generation plants and substations. Sometimes a disruption in the power
supply resulting from a transmission line breakage can lead to serious consequences.
For instance, in a hospital environment, power failures directly jeopardize the safety
of patients and medical personnel. Consequently, emphasizing the crucial impor-
tance of guaranteeing the dependability of the electrical elements in the transmission
line is essential.

Transmission lines are comprised of a minimum of two conductors that facilitate
an efficient and a reliable transmission of information and energy. A two-conductor
transmission line supports a transverse electromagnetic (TEM) wave [1], where the
electric and magnetic fields are perpendicular to each other and transverse to the
direction of propagation of waves along the transmission line. TEM waves have
a fundamental property of establishing a distinct relationship between the electric
E and the magnetic H fields, which are specifically related to the voltage V and
current I, respectively as the following Maxwell’s equations:

v_—/Em, (1)

L
I = ﬁﬂm (2)

The analysis of transmission lines can be made simpler by only focusing on the
circuit quantities, V' and I, rather than directly solving the complex line integral
based Maxwell’s equations (Equations (1) and (2)) and boundary conditions involv-
ing electric and magnetic fields (E and H). In this regard, we employ an equivalent
circuit in order to represent the transmission line’s behavior. The purpose of devel-
oping an equivalent circuit model is to simplify the intricate electromagnetic inter-
actions inherent to the transmission line, thereby reducing them to a set of lumped
elements amenable to analysis through circuit theory.
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Following the construction of the equivalent circuit, the telegrapher’s, also referred
to as the transmission line equations, can be derived using circuit analysis tech-
niques. The behavior of transmission lines is elucidated through the utilization of
the telegrapher’s equations that are based on Partial Differential Equations (PDEs)
and rigorously capture the complex electromagnetics and propagation dynamics oc-
curring within these transmission systems. Next, by applying appropriate boundary
conditions and simplification of assumptions, the telegrapher’s equations provide a
useful mathematical model for analyzing transmission lines. Furthermore, compre-
hending and analyzing their solutions is crucial to ensure the reliability and safety
of our everyday electrical systems. For instance, solutions derived from the telegra-
pher’s equations can be seamlessly integrated into the modeling of signal processing
and communications systems, such as filters, matching networks, transmission lines,
transformers, and small-signal models for transistors. Thus, our goal is to establish
foundational concepts rooted in the telegrapher’s equations, aiming to subsequently
expand this basis for the analysis of more complex engineering applications.

There are numerous analytical and numerical approaches that have been used to
solve the PDE based transmission line equations. For example, finite differences [2]
and iterative [3] methods are a few numerical approaches that are applied to obtain
the solution of these equations. These numerical techniques are highly efficient
approaches as they use recursive algorithms to find out the solution of these PDEs.
However, due to the finite precision of computer arithmetic and the involvement
of round off approximations, these methods cannot guarantee the accuracy of the
analysis. On the other hand, analytical solutions may provide a complementary
point of view by deriving a closed-form exact solution. However, such analysis is
usually done using paper-and-pencil proof methods and is hence prone to human
error, especially, for larger systems. Therefore, these conventional methods cannot
be trusted to provide accurate analysis, in particular for safety-critical applications.

Several approaches have been used to find the solutions of PDEs for the analysis
of the telegrapher’s equations. For instance, Konane et al. [4] proposed an exact
solution of the telegrapher’s equations for voltage monitoring of electrical transmis-
sion lines. Kiihn [5] developed a general solution of the telegrapher’s equations for
electrically short transmission lines based on circuit theory. Similarly, Biazar et
al. [3] proposed an iterative method to obtain an approximate solution of the teleg-
rapher’s equation. However, all these contributions are based on traditional analysis
methods.

Formal methods, in particular interactive theorem proving, have also been used
for analyzing other forms of PDEs. For example, Boldo et al. [6] formally verified
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the numerical solution of the wave equation [7] using the Coq theorem prover!. Sim-
ilarly, Deniz et al. [8] formalized the one-dimensional heat equation [9] and verified
the general solution of the equation and its convergence in the HOL Light theorem
prover?. However, none of the aforementioned contributions focused on the telegra-
pher’s equations. In this paper, we present a framework for formally analyzing the
telegrapher’s equations and their analytical solutions within higher-order-logic the-
orem proving. We first provide the formal definitions of the telegrapher’s equations
and their alternate representations, i.e., the wave equations both in the time and
phasor domains by proving the relationship between these equations in the phasor
domain. We also develop the reasoning steps for the verification of the analytical
solutions of these equations, which, to the best of our knowledge, are not available in
other theorem provers. In addition, we prove some important properties of special
types of transmission line which are lossless and distortionless. In order to demon-
strate the utilization of our work, we formally analyze the terminated, short- and
open circuited transmission lines. We opted to use the HOL Light theorem prover
for the proposed formalization of the telegrapher’s equations due to the availability
of rich libraries of the multivariate calculus. The HOL Light code developed in this
paper is available at [10].

The rest of the paper is structured as follows: We present the proposed framework
for the formalization of the telegrapher’s equations in higher-order-logic in Section
2. Section 3 describes some preliminary details of the multivariate libraries of the
HOL Light theorem prover that are necessary for understanding the rest of the
paper. We present the formalization of the telegrapher’s equations and a derived
form of the wave equations in time and phasor domains alongside a verification
of their relationship in the phasor domain in Section 4. In Section 5, we provide
the formal verification of the analytical solutions of the telegrapher’s equations.
Section 6 provides the formal analysis of a terminated, short-circuited and open-
circuited transmission lines that illustrate the practical effectiveness of our proposed
formalizations. We discuss the difficulties encountered during our work and gained
experience in Section 7. Finally, Section 8 concludes the paper.

2 Proposed Methodology

The proposed approach for formally analyzing the telegrapher’s equations and their
derived form (the wave equations) using higher-order-logic theorem proving is de-
picted in Figure 1.

"https://coq.inria.fr/
*https://www.cl.cam.ac.uk/jrh13/hol-1ight/
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Figure 1: Proposed Methodology

The first step of our proposed approach is to formalize the telegrapher’s and the wave
equations in time and phasor domains. The formalization of these equations requires
HOL Light’s libraries of multivariate calculus, such as differential, transcendental
and complex vectors. The next step is to establish theorems that enable the for-
mal verification of solutions for these equations by leveraging the advantages of the
phasor-domain representation of these equations, which simplifies the time-domain
PDEs. Moreover, the relationship between the telegrapher’s and the wave equations
in the phasor domain is formally verified using these theorems. Subsequently, we use
the solutions in the phasor domain to verify the PDEs by establishing a relationship
between the corresponding functions in the phasor and time domains. All theorems
of the proposed framework of the telegrapher’s equations are verified in HOL Light
in a generic way in order to obtain general (universally quantified) solutions of the
related PDEs. The next step is to represent some important properties of transmis-
sion lines, such as the propagation constant and the characteristic impedance specif-
ically focusing on the case of lossless and distortionless lines. Moreover, in order to
demonstrate the practical effectiveness of the proposed formalization, we conduct a
formal analysis of terminated transmission line and its special cases short-circuited
and open-circuited tranmission lines, which are extensively used in electrical and
telecommunication systems.
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3 Preliminaries

In this section, we provide a brief overview of the HOL Light theorem prover, the
HOL Light functions and symbols and some definitions from the theory of complex
analysis of HOL Light that are necessary for understanding the rest of the paper.

3.1 HOL Light Theorem Prover

The HOL Light theorem prover [11] is a mechanized proof-assistant to construct
mathematical proofs in higher-order-logic [12]. It is implemented in OCaml [13],
which is a variant of the ML (Meta-Language) functional programming language [14].
HOL Light has a very small logical kernel, which includes some basic axioms and
primitive inference rules.

HOL Light Symbols Standard Symbols Description
Qx.t(x) ex. t(x) Some x such that t(x) is true
&a N—-R Type casting from Natural numbers to Reals

&num {0,1,2..} Positive Integers data type
Cx(a) R—C Type casting from Reals to Complex
real R Real data type

complex C Complex data type

csqrt x NG Complex square root, function

Table 1: HOL Light Symbols

Soundness is guaranteed by ensuring that every new theorem is verified by applying
these basic axioms and inference rules or any other previously verified theorems/in-
ference rules. In HOL Light, which is based on classical logic, a theory comprises
types, constants, axioms, definitions, and theorems. HOL supports two interactive
proof methods: forward and backward. In a forward proof, users begin with theo-
rems that have already been proven and apply inference rules to arrive at the desired
theorem. On the other hand, a backward or goal-directed proof method is the op-
posite of the forward approach. It relies on the concept of tactics, which are OCaml
functions that reduce the goals into more manageable subgoals, which are verified
to conclude with the proofs of theorems. Furthermore, HOL Light contains lemmas,
which are proved as part of the more extensive proof process for theorems. The
user can choose to either utilize established lemmas or prove new lemmas as they
work towards their main objective of proving the theorems. One of the important
features of HOL Light is the availability of many automatic proof procedures that
help users in conducting proofs in an efficient manner. Table 1 summarizes some
HOL functions and symbols and their meanings that are used in this paper.
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3.2 Complex Analysis Library

We now present some of the common HOL Light functions that are used in the
proposed analysis.

Definition 3.1. Re and Im
Fger Vz.Re z = z$1
Fder Vz.Im z = z$2

The functions Re and Im represent the real and imaginary parts of a complex number,
respectively. Here, the notation z$i represents the i* component of a vector z.

Definition 3.2. Cz and i
Fger Va. Cx a = complex (a, &0)
Fger ii = complex (&0, &1)

Cx is a type casting function with a data-type R — C. It accepts a real number
and returns its corresponding complex number with the imaginary part as zero.
Also, the types R? and C are synonymous. The & operator has data-type N — R
and is used to map a natural number to a real number. Similarly, the function ii
(iota) represents a complex number with a real part equal to 0 and the magnitude
of the imaginary part equal to 1. In our formalization, the symbol ii is employed
to represent j denoting the imaginary number.

Definition 3.3. Exponential Functions
Fger Vx.exp x = Re (cexp (Cx x))

The HOL Light functions exp and cexp with data-types R — R and C — C represent
the real and complex exponential functions, respectively.

Definition 3.4. Complex Derivative
Fder VE x. complex_derivative f x =
(ef’. (f has_complex_derivative f’) (at x))

The function complex_derivative describes the complex derivative in functional
form. It accepts a function £f: C — C and a complex number x, which is the point
at which f has to be differentiated, and returns a variable of data-type C, providing
the derivative of f at x. Here, the term at indicates a specific point at which the
differentiation is being evaluated, namely, at the value of x.
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Definition 3.5. Higher Complex Derivative
}_def Vf x.
higher_complex_derivative 0 f x = £ x A
(Vn. higher_complex_derivative (SUC n) f x
= (complex_derivative (Ax.higher_complex_derivative n f x) x))

The function higher_complex_derivative represents the n*’-order derivative of
the function f. It accepts an order n of the derivative, a function f: C — C and a
complex number x, and provides the n'" derivative of £ at x.

To facilitate in the comprehension of the paper to a non-HOL user, we artic-
ulate the telegrapher’s equations and the associated lemmas through a blend of
Math/HOL Light notation, and some of the frequently used functions in our formal-
ization, their meaning and the associated mathematical conventions are presented
in Table 2.

HOL Light Functions Mathematical Conventions | Description
Cexp X =% Complex exponential function
ctan tah Tangent of a complex-valued function
complex_derivative (T(Z)> Derivative of a complex-valued
Az. V(z2)) z iz function V w.r.t z
higher_complex_derivative 2 a2v(z) Second-order derivative of a
(A\z. V(z2)) z o complex-valued function V w.rt z
z
complex_derivative ov(z,t) Partial derivative of a
Az.V zt)z B complex-valued function V w.r.t z
Z
higher_ complex_derivative 2 0N (z.t) Second-order partial derivative of a
Az.Vzt)z 379’ complex-valued function V w.r.t z
)

Table 2: Conventions used for HOL Light Functions

4 Formalization of the Telegrapher’s Equations

The telegrapher’s equations are a pair of coupled linear PDEs that describe how the
voltage and current change along a transmission line with respect to distance and
time. Figure 2 depicts an equivalent circuit model of a two-conductor transmission
line. Here, R represents the line parameter resistance, whereas the other line pa-
rameters are the inductance L, the capacitance C', and the conductance G, which
are specified per unit length (Az). Moreover, V(z,t) and V(2 + Az, t) are the input
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and output voltages, respectively. Similarly, 1(z,t) and I(z + Az,t) are the input
and output currents, respectively. Moreover, both voltage and current are functions
of space and time.

I(z 1) RAz LAz Iz+Az)

——>—O
+ +
To generator A1
«— Ve + Azt To load
Vi(zt) GAz —cp, 0 ) —>
Q Q@
1 1 ; 7
z z+A\z

Figure 2: Equivalent Circuit of Two-Conductor Transmission Line [15]

4.1 Telegrapher’s Equations in Time Domain

The Law of Conservation of Energy, attributed to Kirchhoff, asserts that there
is no loss of voltage throughout a closed loop or circuit; instead, one returns to
the initial point within the circuit and, consequently, to the same initial electric
potential. Hence, any reductions in voltage within the circuit must balance out with
the voltage sources encountered along the same route. By applying the Kirchhoff’s
voltage law to the circuit of two-conductor transmission line of Figure 2, we get the
following equations [16]:

OI(z,1)
ot

V(z+ Az,t) = V(z,t) = —RAzI(z,t) — LAz (3)

Next, dividing Equation (3) by Az and applying the limit Az — 0, we obtain:

o VEA50 V) | RASIY | A0l
Az—0 Az - Az Az ot

Finally, by using the definition of the partial derivative, we get:

oV(zt) L 0I(z,1)
5, = RI(z,t)— L 5

205




DENiz, RASHID, HASAN AND TAHAR

Similarly, by applying the Kirchhoff’s current law to the circuit, we find [16]:

I(z+ Az, t) = I(2,t) = —GAZV (2 + Az,t) — CAZW (5)

Next, dividing Equation (5) by Az and using the definition of the partial derivative,
we get:

0I(z,t)
0z
Equations (4) and (6) are known as the telegrapher’s equations that provide a time-
domain relationship between the voltage and current in any transmission line.
The above telegrapher’s equations for voltage and current (Equations (4) and (6))
can be formalized in HOL Light in the time domain as follows:

— GV (21) - cW (6)

Definition 4.1. Telegrapher’s Equation for Voltage
Fdef VW ILZzt.
telegraph_equation_voltage VI RL z t &
(complex_derivative (A\z.V z t) z) =
--(Cx L * complex_derivative (At.I z t) t - Cx R *x (I z t))

Definition 4.2. Telegrapher’s Equation for Current
Faef YWWIC z t.
telegraph_equation_current VI G C z t &
(complex_derivative (Az.I z t) z) =
--(Cx C * complex_derivative (At.V z t) t) - Cx G * (V z t)

where telegraph_equation_voltage and telegraph_equation_current mainly
accept the functions V and I of type C x C — C, representing the voltage and
current, respectively, and return the corresponding telegrapher’s equations. The
variables R: R, L:R, G:R C:R, z:C, and t:C represent the resistance, inductance,
conductance, capacitance, the spatial coordinate and the time variable, respectively.

It is important to note that we use complex_derivative to formalize the time-
domain PDEs due to the involvement of the phasor-domain representations of the
voltage and current functions in the analysis. Since a phasor-domain representa-
tion of a function is a vector in complex plane with some magnitude and angle,
the variables z and t are considered as complex numbers for convenience and the
corresponding voltages and currents equations equally hold under this choice.

Now, we can combine the telegrapher’s equations (Equations (4) and (6)) to ob-
tain their alternate representations that are commonly known as the wave equations,
which are more practical to use and provide some additional physical insights and
are mathematically expressed as follows:
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0%V (z,1) 0%V (z,t) oV (z,t)
i—LC’ﬁ (RC'—l—GL)8 (2,%) + RGI(z,1) (8)
022 otz ot
2 82
where 9.2 and 92 capture the second-order partial derivative with respect to z
z

and t, respectively.

To model the wave equations for voltage and current, we need the transmission
line constants, such as R, L, G and C. Therefore, we use the type abbreviation in
HOL Light providing a compact representation of these constants as follows:

Definition 4.3. Transmission Line Constants
new_type_abbrev ("R",‘:R’)

new_type_abbrev ("L",‘:R’)

new_type_abbrev ("G",‘:R’)

new_type_abbrev ("C", :R’)

new_type_abbrev ("trans_line_const",‘:R # L # G # C’)

Now, we formalize the wave equations for both voltage (Equation (7)) and current
(Equation (8)) in the time domain as follows:

Definition 4.4. Wave Equation for Voltage
Fiaerf YW RLGCzt.
wave_voltage_equation V ((R,L,G,C):trans_line_const) z t &
higher_complex_derivative 2 (A\z.V z t) z -
Cx L * Cx C * (higher_complex_derivative 2 (A\t.V z t) t =
(Cx R *Cx C+ Cx G * Cx L) * (complex_derivative (At.V z t) t) +
CxR*CxG* (Vzt))

Definition 4.5. Wave Equation for Current
Faef VIRLGC 2 t.
wave_current_equation I ((R,L,G,C):trans_line_const) z t <
higher_complex_derivative 2 (A\z.I z t) z -
Cx L * Cx C (higher_complex_derivative 2 (At. I z t) t =
(Cx R*Cx C+ Cx Gx* Cx L) * (complex_derivative (At.I z t) t) +
CxR*CxG=* (Izt))

Next, we express the space-time voltage and current functions as phasors in order
to reduce the PDEs to Ordinary Differential Equations (ODEs), which will greatly
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facilitate the derivation of the general solutions of these equations.

The relationship between the space-time voltage and current functions and their
phasors can be mathematically expressed as follows [17]:

V(z,t) = Re{V(2)e’'}

I(z,t) = %Re{I(z)e’"}

where V' (z) and I(z) are the phasor components corresponding to V'(z,t) and I(z,t),
respectively.

4.2 Telegrapher’s Equations in Phasor Domain

The principal advantage of the phasor representation of the telegrapher’s equations
over the time-domain versions is that we no longer need the derivatives with respect
to time and are left with the derivatives with respect to distance only. This consid-
erably simplifies the corresponding equations. For instance, the sinusoidally time-
varying case, the telegrapher’s equations (Equations (4) and (6)) can be rewritten in

terms of phasor quantities by replacing — with jw. We can derive the telegrapher

equation for voltage from Equation (4) as follows:

oV(at) oIz, 1)
S - RIG ) - L5
L e ()] = —REe{I(2)e")] ~ L fe(1(2)e!)
B N—— — —
V(z,t) I(z,1) I(z,t)
aiefet VN — e RI(z)e — L) 1(2)
Y _ (r-juni)

From the above, we can rewrite the telegrapher’s equations for voltage as:

dV(z)

o + (R+ jwL)I(z) =0 9)

We can also derive the following Equation (10) from Equation (6) in a similar manner
dI

d(zZ) + (G + jwC)V(z) =0 (10)
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Here, Equations (9) and (10) are ODEs due to the fact that V and I are functions
of the single variable z. Equation (9) indicates that the rate of change of the phasor
voltage along the transmission line, as a function of position z, is equal to the series
impedance of the line per unit length multiplied by the phasor current. Similarly,
Equation (10) states that the rate of change of phasor current along the transmission
line, as a function of position z, is equal to the shunt admittance of the line per unit
length multiplied by the phasor voltage. We formalize the telegrapher’s equation in
the phasor domain for voltage (Equation (9)) as:

Definition 4.6. Telegrapher’s Equation
Fgef YW I R L w z. telegraph_equation_phasor_voltage VI RL w z &
telegraph_voltage VI R L w z = Cx(&0)

where telegraph_equation_phasor_voltage accepts the complex functions V:C
— C and I:C — C, the line parameters R:R and L:R, the angular frequency w:R,
the spatial coordinate z:C, and returns the corresponding telegrapher’s equation.
Here, the function telegraph_voltage models the left-hand side of Equation (9),
and is formalized as follows:

Definition 4.7. Left-Hand Side of Equation (9)
FderVIRLWZ.
telegraph_voltage VI RL w z =
complex_derivative (Az.V(z)) z + (Cx R + ii * Cx w * Cx L) * I(z)

Similarly, we formalize Equation (10) in HOL Light as follows:

Definition 4.8. Telegrapher’s Equation
Fgef YW I G C w z. telegraph_equation_phasor_current VI G Cw z &
telegraph_current VI G C w z = Cx(&0)

with

Definition 4.9. Left-Hand Side of Equation (10)
Fgef YW I G C w z. telegraph current VI G Cw z =
complex_derivative (Az.I(z)) z + (Cx G + ii * Cx w * Cx C) * V(z)

where telegraph_current models the left-hand side of Equation (10).

4.3 Relationship between Telegrapher’s and Wave Equations in
Phasor Domain

A limitation in using the above form of the telegrapher’s equations (Equations (9)

and (10)) is that we need to solve each of them for both voltage and current.
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To reduce such overhead, we can write the telegrapher’s equations using one function
(V(z) or 1(z)) as equivalent wave equations. To do this, we first take the derivative
of Equation (9) with respect to z:

L] {dv(z) — (R +ij)1(2>}

dz dz

which can be written as:

d*V ()
dz?

= —(R+ ij)dgj’) (11)

Next, we substitute Equation (10) in Equation (11), to obtain the following equation
that involves only V(z):
d?V (z)
dz?

v is the complex propagation constant and is mathematically expressed as:

=V (2) (12)

,y:a+jﬁ:\/(R+ij)(G+ij). (13)

where « is the attenuation coefficient and [ is the phase coefficient and both are
mathematically expressed as:

o = %e(7) = Fely/(R+ jwL)(G + jwC)}

8= In(y) = In{y/(R + jwL)(G + jwC)}

In a similar manner, we derive the second wave equation by taking the derivative
of Equation (10) and substituting Equation (9) in the resultant equation:

d*I(z) 2
2 ) (14)
We can alternatively represent the wave equations (Equations (12) and (14)) as:
4’V (z) 2
2 7 V(z)=0 (15)
d*I(z) 2
2 7 I(z) =0 (16)

Now, to verify a relationship between the telegrapher’s and wave equations for volt-
age and current in the phasor domain, we first formalize the propagation constant
in HOL Light as follows:
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Definition 4.10. Propagation Constant
}_def VRLGCw.
propagation_constant ((R,L,G,C):trans_line_const) w =
csqrt ((Cx R + ii * Cx w * Cx L) * (Cx G + ii * Cx w * Cx C))

The function propagation_constant accepts the transmission line parameters R, L,
G, C and angular frequency w, and returns the corresponding function.

The wave equations (Equations (15) and (16)) in higher-order-logic are formalized
as:

Definition 4.11. Wave Equation for Voltage

Faer YV tlc w z.

wave_equation_phasor_voltage V z tlc w &
wave_voltage V z tlc w = Cx(&0)

with

Definition 4.12. Left-Hand Side of Equation (15)
Faer VYV tlc w z.
wave_voltage V z tlc w =
higher_complex_derivative 2 (Az.V(z)) z -
(propagation_constant tlc w) pow 2 * V(z)

Definition 4.13. Wave Equation for Current

Fger VI tlc w z.

wave_equation_phasor_current I z tlc w z &
wave_current I z tlc w = Cx(&0)

with

Definition 4.14. Left-Hand Side of Equation (16)
Faer VI tlc w z.
wave_current I z tlc w =
higher_complex_derivative 2 (Az.I(2)) z -
(propagation_constant tlc w) pow 2 * I(z)

Now, we formally verify the relationship between the telegrapher’s and wave equa-
tions for voltage in the phasor domain as the following HOL Light theorem:
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Theorem 4.1. Relationship between Telegrapher’s and Wave Equations for Voltage
Fihm YW IRL GC w z.
let tlc = ((R,L,G,C):trans_line_const) in
[A1] (Az. complex_derivative (Az.V z) z) complex_differentiable at z A
[A2] I complex_differentiable at z A
[A3] telegraph_current VI G C w z = Cx(&0)
= complex_derivative (Az. telegraph_voltage VI RL w z) z =

wave_voltage V z tlc w

Assumption A1 ensures that the first-order derivative of function V is differentiable
at z. Assumption A2 asserts the differentiability of the function I at z. Assumption
A3 provides the telegrapher’s equation for current, i.e., Equation (10). The proof
of Theorem 4.1 is mainly based on the definitions of the telegrapher’s and wave
equations and some classical properties of the complex derivative along with some
complex arithmetic reasoning. Similarly, we formally verify this relationship for
current in the phasor domain.
Theorem 4.2. Relationship between Telegrapher’s and Wave Equations for Current

Fihm VW IRLGC w z.

let tlc = ((R,L,G,C):trans_line_const) in

[A1] (Az. complex_derivative (Az.I z) z) complex_differentiable at z A

[A2] V complex_differentiable at z A

[A3] telegraph_voltage VI R L w z = Cx(&0)

= complex_derivative (Az. telegraph_current VI GC w z) z =

wave_current I z tlc w

The verification of Theorem 4.2 is very similar to that of Theorem 4.1. More details
about their verification can be found at [10].

5 Formal Verification of Analytical Solutions of the
Telegrapher’s Equations

Analyzing transmission lines is mainly based on finding out solutions of these PDE
based telegrapher’s and wave equations that are further used to analyze various
aspects of signal propagation, such as attenuation, distortion, reflection, and disper-
sion along the transmission line. One of the examples is to understand the behavior
of high-frequency signals, where the distributed parameters of the transmission line
significantly affect the signal integrity. In this section, we formally verify the correct-
ness of the analytical solutions of the telegrapher’s equations in the phasor domain
pertaining to sinusoidal steady state and in the time domain that are concerned
with arbitrary variations over time.
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5.1 Verification of the Solutions in Phasor Domain

We can mathematically express the general solutions of the wave equations (and
thus the telegrapher’s equations) (Equations (15) and (16)) as folllows:

V() =VT(2)+V (2) = Vi e 7 + V;e* (17)

I2)=TT(2)+ I (2)=1Ie " +1I;e* (18)

Here, V0+, Vo, Iar , Iy are the complex constants that can be determined by bound-
ary conditions. Similarly, the transmission line voltage V*(z) and current I*(z)
represent the forward-going waves (propagating in the +z direction) and voltage
V7 (2) and current I~ (z) are the backward-going waves (propagating in the —z
direction).

If we insert the solution for V(z) in Equation (9), we get:

dV (z)
dz

Next, we rearrange the above equation to obtain the current I(z):

= AVgte 44V ¢ = —(R+ jwL)I(2) (19)

v + .=z -z
I(z)=—=———"—(V"e " = V5 e 20
) = 7z W er) (20)

Note that both expressions (Equations (18) and (20)) for the current are the
same. The characteristic impedance, which is the ratio of the line voltage and cur-
rent, is an important characteristic of transmission line and can be mathematically
expressed as follows:

| /S VA R+ jwL R+ JwL .
T T G+ ~ 0+ %0 (21)

where Ry and Xy are the real and imaginary parts of Zy. The characteristic
impedance Zy and the propagation constant v are two important properties of the
transmission line due to their direct dependence on the line parameters R, L, G, C
and the phasor of the operation.

Next, we define the characteristic impedance in HOL Light as follows:

Definition 5.1. Characteristic Impedance
}_def VRLGCw.
characteristic_impedance (R,L,G,C) w =
(let tlc = ((R,L,G,C):trans_line_const) in
(Cx R+ 1i * Cx w * Cx L) / propagation_constant tlc w)
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The next step is to formalize the general solutions (Equations (17) and (20)) in
HOL Light:

Definition 5.2. Wave Solution for Voltage
Faey VV1 V2 tlc w z.
wave_solution_voltage_phasor V1 V2 tlc w z =
V1 * cexp(--(propagation_constant tlc w) * z) +

V2 * cexp((propagation_constant tlc w) * z)

where V1 and V2 in the formalization refer to the complex constants Vb+ and V in
Equation (17), respectively. The parameters w and z represent the angular frequency
and the spatial coordinate, respectively.

Definition 5.3. Wave Solution for Current
Fger VV1 V2 tlc w z.
wave_solution_current_phasor V1 V2 tlc w z =
Cx(&1) / characteristic_impedance tlc w *
(V1 * cexp(--(propagation_constant tlc w) * z) -
V2 * cexp((propagation_constant tlc w) * z))

Next, we formally verify the general solutions (Equations (17) and (20)) of the wave
equations for voltage and current, (represented by Equations (15) and (16)), in the
HOL Light theorem prover as follows:

Theorem 5.1. Correctness of the Solution for Voltage
Fem VW1 V2 VR L GC w z.
let tlc = ((R,L,G,C):trans_line_const) in
wave_equation_voltage_phasor
(Az. wave_solution_voltage_phasor V1 V2 tlc w z) V tlc w

Theorem 5.2. Correctness of the Solution for Current
Finm YW1 V2 TIRLGCw z.
let tlc = ((R,L,G,C):trans_line_const) in
wave_equation_current_phasor
(Az. wave_solution_current_phasor V1 V2 tlc w z) I tlc w

The verification of Theorems 5.1 and 5.2 is mainly based on four lemmas about the
complex differentiation of the solutions, given in Table 3.
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Formalized Form ‘

Mathematical Form

Lemma 1 (First-Order Derivative of General Solution for Voltage):

YW1 V2RLGCuwz.
let tlc = ((R,L,G,C):trans_line_const) in
complex_derivative (Az.

= —4Vle " +4V2e7* wave_solution_voltage_phasor V1 V2 tlc w z) z
dz V1 * (--(propagation_constant tlc w)) *
cexp (--(propagation_constant tlc w) * z) +

V2 * (propagation_constant tlc w) *

cexp ((propagation_constant tlc w) * z)

Lemma 2 (Second-Order Derivative of General Solution for Voltage):

YW1 V2RLGCw z.
let tlc = ((R,L,G,C):trans_line_const) in
higher_complex_derivative 2 (Az.
wave_solution_voltage_phasor V1 V2 tlc w z) z
V1 * (propagation_constant tlc w) pow 2 *
cexp (--(propagation_constant tlc w) * z) +

v
dy(zZ) =V 1e " + 42V 2e7*

V2 * (propagation_constant tlc w) pow 2 *
cexp ((propagation_constant tlc w) * z

Lemma 3 (First-Order Derivative of General Solution for Current):

YW1 V2RLGCwz.

let tlc = ((R,L,G,C):trans_line_const) in
complex_derivative (Az.
1 luti t_ph V1 v2 tl

— L Cvie - qveen wave_solution_curren A_p ‘asoAr cwz)z
Zy Cx (&1) / characteristic_impedance tlc w *

(V1 * (--propagation_constant tlc w) *
cexp (—-(propagation_constant tlc w) * z) -

V2 * (propagation_constant tlc w) *
cexp ((propagation_constant tlc w) * z))

Lemma 4 (Second-Order Derivative of General Solution for Current):

YW1 V2RLGCwz.
let tlc = ((R,L,G,C):trans_line_const) in
higher_complex_derivative 2 (\z.
*I(z) i( 21¢77% — 42V277) wave_solution_current_phasor V1 V2 tlc w z) z
=2 Z e T Cx (&%1) / characteristic_impedance tlc w *
(V1 * (propagation_constant tlc w) pow 2 *
cexp (--(propagation_constant tlc w) * z) -
V2 x (propagation_constant tlc w) pow 2 *
cexp ((propagation_constant tlc w) * z))

Table 3: Lemmas of the Derivatives of General Solutions in Phasor Domain

Since, there exists a relationship between the telegrapher’s and wave equations,
as proven in Section 4, the solutions of the wave equations also satisfy the telegra-

pher’s equations.
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Theorem 5.3. General Solution of the Telegrapher’s Equation for Voltage
Finm VW1 V2 VIRLGC w.
let tlc = ((R,L,G,C):trans_line_const) in
[A1] Cx R + ii * Cx w * Cx L # Cx(&0) A
[A2] (Vz. V z = wave_solution_voltage_phasor V1 V2 tlc w z) A
[A3] (Vz. I z = wave_solution_current_phasor V1 V2 tlc w z)

= telegraph_equation_phasor_voltage VI R L w z

Assumption Al ensures that expression R + jwlL is not equal to zero. Assumptions
A2 and A3 provide solutions of the wave equations for the voltage and the current,
respectively. The verification of the above theorem is based on the properties of the
complex differentiation along with some complex arithmetic reasoning.

Theorem 5.4. General Solution of the Telegrapher’s Equation for Current
Fihm VW1 V2 VI RL G C w.
let tlc = ((R,L,G,C):trans_line_const) in
[A1] Cx R + ii * Cx w * Cx L # Cx(&0) A
[A2] (Vz. V z = wave_solution_voltage_phasor V1 V2 tlc w z) A
[A3] (Vz. I z = wave_solution_current_phasor V1 V2 tlc w z)

= telegraph_equation_phasor_current VI G C w z

5.2 Verification of Properties of Transmission Line

A transmission line is characterized by two essential properties, namely its propa-
gation constant v and characteristic impedance Zy. These properties are specified
by the angular frequency w and the line parameters R, L, G and C. Understanding
and optimizing the transmission line characteristics help engineers and designers to
achieve efficient signal transmission, maintain signal integrity, and ensure the reliable
operation of these systems. In this section, we formally verify these transmission
line properties for the case of lossless and distortionless lines.

5.2.1 Lossless Line

The main purpose of a transmission line is to facilitate the transmission of informa-
tion between distant locations with minimal signal degradation that can be achieved
by reducing the signal loss. This is one of the crucial requirements in the construction
of an efficient and a reliable transmission line. In the case of a lossless transmission
line, the elements R (resistance) and G (conductance) can be considered as negligible
or effectively zero:
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R=G=0

The characteristic impedance of a lossless transmission line can now be expressed in
a simplified form by using the above values of R and G in Equation (21) as:

N o
jwC C
Similarly, the attenuation and phase constants expressed in Equation (13) becomes:

a=0 (22)
=VLC (23)

This implies that the transmission line has no signal attenuation, and as a result,
the propagation constant can be represented by a purely imaginary number:

v =3B =jwVLC

5.2.2 Distortionless Line

A distortionless line refers to a transmission medium characterized by an attenuation
constant « that exhibits no variation with changes in frequency while the phase
constant [ is linearly dependent on frequency.
For a distortionless transmission line, the elements R and G are related as:

R G

L C
Now, the characteristic impedance of the transmission line is expressed as:

7 R(1+jwL/R)
0~ R+ jwC/G)
The propagation constant (Equation (13)) becomes:
jwL ij’)
=/RG 1+ — | (14—
o (15) (1475

2@(1+‘720):a+j5

or
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a = VRG, I53

=wVLC

(24)

We can see that the attenuation constant « is independent of the frequency, whereas
[ is a linear function of frequency.

The verified properties, i.e., propagation constant and characteristic impedance
of the lossless and distortionless transmission lines are given in Table 4.

Case Propagation Constant Characteristic Impedance
Theorem 1 (Attenuation Constant)
Fem VR L G C w.
let tlc = ((R,L,G,C):trans_line_const) in Theorem 3 (Characteristic Impedance)
[A1] w > &0 [A2] L > &0 A [A3] C > &0 A |FuwVR L G Cw.
[A4] R = &0 A [A5] G = &0 let tlc = ((R,L,G,C):trans_line_const) in
ossl = Re(propagation_constant tlc w) = &0 (A1l w > &0 [A2] L > &0 A [A3] C > &0 A
ossless

Theorem 2 (Phase Constant)

FemVR L G C w.

let tlc = ((R,L,G,C):trans_line_const) in
[A1] w > &0 [A2] L > &0 A [A3] C > &0 A
[A4] R = &0 A [AB] G =0

= Im(propagation_constant tlc w) = wyLC

[A4] R = &0 A [AB] G = &0
[A6] ii * Cx w # Cx (&0)
[A7] csqrt (Cx L * Cx C) # Cx (&0)

= characteristic_impedance tlc w =
csqrt(Cx(L) * Cx(C)) / Cx(C)

Distortionless

Theorem 4 (Attenuation Constant)

FemVR L G C w.

let tlc = ((R,L,G,C):trans_line_const) in
[A1] L > &0 A [A2] R > &0 A

[A3] G > &0 A

[AaJR/L=G/C

= Re(propagation_constant tlc w) = VRG

Theorem 5 (Phase Constant)

FtmVR L G C w.

let tlc = ((R,L,G,C):trans_line_const) in
[A1] L > &0 A [A2] R > &0 A

[A3] G > &0 A [A4] C > &0 A

[AB] R/ L=G/C

= Im(propagation_constant tlc w) = wvLC

Theorem 6 (Characteristic Impedance)

FemVR L G C w.

let tlc = ((R,L,G,C):trans_line_const) in

[A1] L > &0 A [A2] C > &0 A

[A3] &0 < R A [A4] G > &0 A

[AB] Cx G + ii * Cx w * Cx C # Cx (&0) A

[A6] R/ L=G/C

= characteristic_impedance tlc w =
csqrt(Cx(L) * Cx(C)) / Cx(C)

Table 4: Properties of Transmission Lines

In the following section, we verify the general solutions of the time-domain PDEs
by considering a lossless line, where we assume both resistance R and conductance
G to be zero.
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5.3 Verification of the Solutions in Time Domain

It is useful to examine the complete time functions for understanding the nature of
the voltage and current within a transmission line. We can find the corresponding
time-domain expressions for voltage and current (solution in the time domain) on
the line by multiplying the phasor of the voltage and current with the harmonic
time variation term /! and taking its real part as follows:

V(zt) = Re{V(2)elt} o5)
1(z,t) = Ae{l(z)") (26)
Next, we use Equation (17) in the time-domain solution (Equation (25)) and get:
V() = Bl e 4 Ve
V(e ) = BV e 4 Vi)

By splitting the propagation constant in real and imaginary parts, i.e., v = a + j3,
we can write the above equation for voltage as follows:

V(z,t) = Re{Vge—(@+iB)zeivt |y clatiB)z ity
We know that « is equal to zero for a lossless transmission line. Thus, we get:

V(z,t) = Re{Vy el @=52) 4 e withz)y (27)

After applying Euler’s formula to the above equation and taking the real part of the
solution, we have:

V(z,t) = Vg cos(wt — Bz) + V cos(wt + B2) (28)

where we assume V0+ and V,~ to be real.
Using Definition 5.2, we formalize the general solution (Equation (25)) in the time-
domain for voltage as follows:

Definition 5.4. General Solution for Voltage in Time Domain

Faer YV1 V2 tlc w z t.

wave_solution_voltage_time V1 V2 tlc w z t =
Re((wave_solution_voltage_phasor V1 V2 tlc w z) * cexp(ii * Cx w * t))
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where the function wave_solution_voltage_time uses the phasor given by the volt-
age function wave_ solution_voltage_ phasor to construct the formal definition
of Equation (25).

Next, we formally verify the general solution for voltage in the time domain in
HOL Light as follows:

Theorem 5.5. General Solution of Wave Equation for Voltage
Fenm VW1 V2 RL G C w.
let tlc = ((R,L,G,C):trans_line_const) in
[A1] w > &0 A [A2] L > &0 A [A3] C > &0 A
[A4] R = &0 A [A5] G = &0 A [A6] (Vt.Im t = &0) A
[A7] (Vz.Im z = &0) A [A8] Im V1 = &0 A [A9] Im V2 = &0 A
[A10](Vz t.V z t = Cx(wave_solution_voltage_time V1 V2 tlc w z t))

= wave_voltage_equation V tlc z t

Assumptions A1-A3 ensure that the angular frequency w, the line parameters L and
C are positive real values. Assumptions A4-A5 assert that the line parameters R
and G are equal to zero, which is an assumption for a lossless transmission line.
Assumptions A6-A7 ensure that the imaginary parts of the variables z and t are
equal to zero in the time domain. Assumptions A8-A9 guarantee that the coefficients
V1 and V2 are real. Assumption A10 provides the solution of the wave equation for
voltage, i.e., Equation (28). The proof of the above theorem is mainly based on the
following Lemma 5.1 which gives the relationship between phasor and time-domain
functions as well as four important lemmas about the complex differentiation of the
time-domain solution with respect to the parameters z and t, which are given in
Table 5.

Lemma 5.1. Relationship between Phasor and Time-Domain Functions for Voltage
Fiem YW1 V2 RCLGW 2z t.

let tlc = ((R,L,G,C):trans_line_const) in

[A1] w > & A [A2] L > &0 A [A3] C > &0 A

[A4] R = &0 A [AB] G = &0

= wave_solution_voltage_time V1 V2 tlc w z t =

Re(V1) * (cos(w * Re t - (Im(propagation_constant tlc w)) * Re z)) +
Re(V2) * (cos(w * Re t + Im((propagation_constant tlc w)) * Re z))

Assumptions A1-A5 are the same as those of Theorem 5.5. The verification of Lemma

5.1 is mainly based on Theorem 1 given in Table 4 and the properties of transcen-
dental functions alongside some complex arithmetic reasoning.
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Mathematical Form

Formalized Form

oV (z,t
M = Visin(wt — $z)3—
z

V2sin(wt + z)8

Lemma 1

(First-Order Partial Derivative of General Solution
for Voltage with respect to distance):

YW1 V2RLGCw.

let tlc = ((R,L,G,C):trans_line_const)

[A1] w > &0 A [A2] L > &0 A [A3] C > &0 A

[A4] R = &0 [AB] G = &0 A [A6] (Vt. Im t = &0) A

[A7] (Vz. Im z = &0) A [A8] Im V1 = &0 A [A9] Im V2 = &0 A

= complex_derivative (M\z.
wave_solution_voltage_time V1 V2 tlc w z t) z
Cx (Re V1 * (--sin (w * Re t - (w * sqrt (L * C)) * Re z))-

(—=(w * sqrt (L * C)))) + Re V2 * (--sin (w * Re t +
(w * sqrt (L * C)) * Re z))* ((w x sqrt (L * C)))

Lemma 2

(Second-Order Partial Derivative of General Solution
for Voltage with respect to distance):

YW1 V2RLGCuw.

let tlc = ((R,L,G,C):trans_line_const)
PV (z,1) o |[A1] w > &0 A [A2] L > &0 A [A3] C > &0 A
g = Vidcos(wt = B2)5" =\ 14] R = 4o [A5] G = 20 A [A6] (Vt. Im t = %0) A
Vocos(wt + Bz)B°  |[A7] (Vz.Im z = &0) A [A8] Im V1 = &0 A [A9] Im V2 = &0 A
= higher_complex_derivative 2 (Az.
wave_solution_voltage_time V1 V2 tlc w z t) z =
Cx (Re V1 * (-—cos (w * Re t = (w * sqrt (L x C)) * Re z))-
((w * sqrt (L * C))) pow 2 + Re V2 * (--cos (w * Re t +
(w * sqrt (L * C)) * Re z)) * ((w * sqrt (L * C))) pow 2)
Lemma 3
(First-Order Partial Derivative of General Solution
for Voltage with respect to time):
YW1 V2RLGCuw.
i let tlc = ((R,L,G,C):trans_line_const)
NVED .y gin(wt — olw— | (411 w > 20 A [A2] L > &0 A [A3] C > &0 A
ot V2sin(wt + B2)w [A4] R = &0 [AB] G = &0 A [A6] (Vt.Im t = &0) A
[A7] (Vz.Im z = &0) A [A8] Im V1 = &0 A [A9] Im V2 = &0 A
= complex_derivative (At.
wave_solution_voltage_time V1 V2 tlc w z t) t =
Cx (Re V1 * (--sin (w * Re t - (w * sqrt (L * C)) * Re z)) * w +
Re V2 * (--sin (w * Re t + (w * sqrt (L * C)) * Re z)) * w)
Lemma 4
(Second-Order Partial Derivative of General Solution
for Voltage with respect to time):
VYW1 V2RCLGw.
OQV(7 9 let tlc = ((R,L,G,C):trans_line_const)
(,%;" = _Vicos(wt — Bz)w?—|[A1] w > &0 A [A2] L > &0 A [A3] C > &0 A

[A4] R = &0 [AB] G = &0 A [A6] (Vt. Im t = &0) A
[A7] (Vz.Im z = &0) A [A8] Im V1 = &0 A [A9] Im V2 = &0 A
= higher_complex_derivative 2 (At.
wave_solution_voltage_time V1 V2 tlc w z t) t
Cx (Re V1 * (--—cos (w * Re t - (w * sqrt (L * C)) * Re z)) * w pow 2 +
Re V2 * (--cos (w * Re t + (w x sqrt (L * C)) * Re z)) * w pow 2)

Table 5: Lemmas of the Derivatives of General Solutions for Voltage in Time Domain
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Similarly, we use Equation (20) in the time domain solution (Equation (26)) for
current as follows:

I(z,t) = %e{ﬁjw[](v&r@ﬂz — Vg )ty

After rearranging the above equation, we have:

Y j(wt—pBz — Jj(w z
I(z,t) = %e{m(%+€ﬂ 1P Vel W)y (29)
Next, by applying Euler’s formula and taking the real part of the solution, we get:

T
R+ jwL

Now, using Definition 5.3, we formalize the general solution (Equation (26)) in the
time domain for current as follows:

I(z,t) (Vo eos(wt — Bz) — Vi cos(wt + B2)) (30)

Definition 5.5. General Solution for Current in Time Domain

Faer YV1 V2 tlc w z t.

wave_solution_current_time V1 V2 tlc w z t =
Re((wave_solution_current_phasor V1 V2 tlc w z) * cexp(ii * Cx w * t))

where wave_solution_current_time accepts the phasor solution of the current
wave_solution _current_phasor that is multiplied with the harmonic time varia-
tion term and returns its real part.

Theorem 5.6. General Solution of Wave Equation for Current
Finm VV1 V2 R L G C w.

let tlc = ((R,L,G,C):trans_line_const) in

[A1] w > &0 A [A2] L > &0 A [A3] C > &0 A

[A4] R = &0 A [A5] G = &0 A [A6] (Vt.Im t = &0) A

[A7] (Vz.Im z = &0) A [A8] Im V1 = &0 A [A9] Im V2 = &0 A

[A10] Im(Cx(&1)/characteristic_impedance tlc w) = &0 A

[A11] (WVz t. I z t = Cx(wave_solution_current_time V1 V2 tlc w z t))
= wave_current_equation I tlc z t

Assumptions A1-A9 are the same as those of Theorem 5.5. Assumption A10 ensures
that the imaginary part of the inverse characteristic impedance is equal to zero. As-
sumption A11 provides the solution of the wave equation for current, i.e., Equation
(30). Similarly, the proof of Theorem 5.6 is primarily based on the formally veri-
fied lemmas about the relationship between phasor and time-domain functions, i.e.,
Lemma 5.2 and derivatives of the general solution for current as given in Table 6.
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Mathematical Form Formalized Form

Lemma 1

(First-Order Partial Derivative of General Solution
for Current with respect to distance):
YW1 V2RLGCw.

let tlc = ((R,L,G,C):trans_line_const) in
[A1] w > %0 A [A2] L > &0 A [A3] C > &0 A
9I(z,t) :i(mgm(m—/%)/# [A4] R = &0 A [A5] G = &0 A [A6] (Vt.Im t = &0) A
o 7 (Visin(wt — B2

) ) [A7] (Vz. Im z = &0) A [A8] Im V1 = &0 A [A9] Im V2 = &0
Vasin(wt + B2)8) | = complex_derivative (\z.

wave_solution_current_time V1 V2 tlc w z t) z =
Cx (Re ((Cx (&1) / characteristic_impedance tlc w)) *
(Re V1 * --sin (w * Re t - (w * sqrt (L * C)) * Re z) *
——(w * sqrt (L * C)) + Re V2 * sin (w * Re t +
(w x sqrt (L * C)) * Re z) * (w * sqrt (L * C))))

Lemma 2

(Second-Order Partial Derivative of General Solution
for Current with respect to distance):
YW1 V2RLGCw.

let tlc = ((R,L,G,C):trans_line_const) in
) [A1] w > &0 A [A2] L > &0 A [A3] C > &0 A
oIz, 1t) :L(f‘/lcos(wz‘,fﬁz)ﬁzwL [A4] R = &0 [A5] G = &0 A [A6] (Vt. Im t = &0) A
027 2 [A7] (Vz. Im z = &0) A [A8] Im V1 = &0 A [A9] Im V2 = &0 A
Vacos(wt + B2)8%) | = higher_complex_derivative 2 ()\z.
wave_solution_current_time V1 V2 tlc w z t) z =
Cx (Re (Cx (&1) / characteristic_impedance tlc w) *
(Re V1 * --cos (w * Re t - (w * sqrt (L * C)) * Re z) *
(w * sqrt (L *x C)) pow 2 + Re V2 * cos (w * Re t +
(w * sqrt (L * C)) * Re z) * (w * sqrt (L * C)) pow 2))

Lemma 3
(First-Order Partial Derivative of General Solution
for Current with respect to time):
YW1 V2RLGCw.
let tlc = ((R,L,G,C):trans_line_const) in
[A1] w > &0 A [A2] L > &0 A [A3] C > &0 A
9I(z, 1) :L(_an(m_ 32w |[A4] R = 40 [AS] G = &0 A [A6] (Vt.In t = &0) A
oz T [A7] (Vz. Im z = &0) A [A8] Im Vi = &0 A [A9] Im V2 = &0 A
Vasin(wt + Bz)w) = complex_derivative (\t.
wave_solution_current_time V1 V2 tlc w z t) t =
Cx (Re (Cx (&1) / characteristic_impedance tlc w) *
Cx (Re V1 * (--sin (w * Re t - (w * sqrt (L * C)) *
Re z)) * w + Re V2 * (sin (w * Re t +
(w *x sqrt (L * C)) * Re z)) * w)

Lemma 4

(Second-Order Partial Derivative of General Solution
for Current with respect to time):
YW1 V2RLGCw.
let tlc = ((R,L,G,C):trans_line_const) in
9 [A1] w > &0 A [A2] L > &0 A [A3] C > &0 A
9 f(i, t) :i(—\/lcos(wt—ﬁz)wer [A4] R = &0 [A5] G = &0 A [A6] (Vt.Im t = &0) A
ot Zy 9 [A7] (Vz.Im z = &0) A [A8] Im V1 = &0 A [A9] Im V2 = &0 A
V2cos(wt + fz)w?) = higher_complex_derivative 2 (\t.

wave_solution_current_time V1 V2 tlc w z t) t =
Cx (Re (Cx (&1) / characteristic_impedance tlc w) * (Re V1 *
-—cos (w * Re t - (w * sqrt (L * C)) * Re z) *

(w *x sqrt (L * C)) pow 2 + Re V2 * cos (w * Re t +

(w * sqrt (L * C)) * Re z) * (w * sqrt (L * C)) pow 2))

Table 6: Lemmas of the Derivatives of General Solutions for Current in Time Domain
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Lemma 5.2. Relationship between Phasor and Time-Domain Functions for Current
Fiem YW1 V2 RLGCwzt.
let tlc = ((R,L,G,C):trans_line_const) in
[A1] w > &0 A [A2] L > &0 A [A3] C > &0 A
[A4] R = &0 A [AB] G = &O
= wave_solution_current_time V1 V2 tlc w z t =
Re(Cx(&1) / characteristic_impedance tlc w) *
(Re V1 * cos(w * Re t - Im(propagation_constant tlc w) * Re z) -

Re V2 x cos(w * Re t + Im(propagation_constant tlc w) * Re z))

Assumptions A1-A5 are the same as those of Lemma 5.1. The verification of the
above lemma is similar to that of Lemma 5.1.

Since the wave and telegrapher’s equations are related to each other, the general
solutions of the wave equations satisfy the telegrapher’s equations in the time domain
and are verified as the following HOL Light theorems:

Theorem 5.7. General Solution of Telegrapher’s Equation for Voltage
Fenm VV1 V2 R L G C w.
let tlc = ((R,L,G,C):trans_line_const) in
[A1] w > &0 A [A2] L > &0 A [A3] C > &0 A
[A4] R = &0 A [AB] G = &0 A [A7] (Vt.Im t = &0) A
[A8] (WVz.Im z = &0) A [A9] Im V1 = &0 A [A10] Im V2 = &0 A
[A11] (Vz t. V z t = Cx (wave_solution_voltage_time V1 V2 tlc w z t))
= telegraph_equation_voltage VI RL z t

Theorem 5.8. General Solution of Telegrapher’s Equation for Current
Fenm VV1 V2 R L G C w.

let tlc = ((R,L,G,C):trans_line_const) in

[A1] w > &0 A [A2] L > &0 A [A3] C > &0 A

[A4] R = &0 A [AB] G = &0 A [A6] (Vt.Im t = &0) A

[A7] (Vz.Im z = &0) A [A8] Im V1 = &0 A [A9] Im V2 = &0 A

[A10] Im (Cx(&1)/characteristic_impedance tlc w) = &0 A

[A11] (Vz t. I z t = Cx (wave_solution_current_time V1 V2 tlc w z t))

= telegraph_equation_current VI G C z t

Assumptions of the above theorems are the same as those of Theorems 5.5 and
5.6. Similar to the verification of the wave equations in the time domain, we used
Lemmas 5.1 and 5.2 as well as the verified lemmas of the derivatives for voltage and
current in order to verify the correctness of the wave solutions for the telegrapher’s
equations. More details about the verification of the time-domain PDEs can be
found in our proof script [10].
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6 Application: Terminated Transmission Line

To illustrate the practical effectiveness of our proposed approach, we formally ana-
lyze the behavior of various transmission lines connected between a generator and a
load. Particularly, we perform a formal analysis of a terminated transmission line by
formally verifying the load impedance and the voltage reflection coefficient. More-
over, we formally analyze short-circuited and open-circuited transmission lines that
are commonly used in the construction of resonant circuits and matching stubs.
These lines correspond to the special cases of the load impedance: Z; = 0 for a
short-circuited line and Z; = oo for an open-circuited line.

Terminated transmission lines in arbitrary complex load impedances are used
in the majority of sinusoidal steady-state applications. They play a vital role in
ensuring a smooth transfer of signals or power, especially in applications where signal
quality and system performance are critical. We consider the essential behavior of
line voltage, current, and impedance for a portion of a lossless transmission line
terminated with a load Zp, as shown in Figure 3. In this section, we formally
analyze a terminated transmission line by formally verifying in HOL Light various
important properties, such as load impedance and voltage reflection coefficient.

1@) L
__________ = ]
V+e7jﬁz + +
Vi
Source . Zy L Zy
V-etiBz
=
__________ 4 ;
Z(z)
; z
z =0

Figure 3: A Terminated Transmission Line [16]

Consider a line terminated by the load Z1 at z = 0 as depicted in Figure 3. The
characteristic impedance is the ratio of the traveling voltage and current waves.

Substituting the boundary condition z = 0, in Equations (17) and (20), we get

V)=V +vy (31 1(0) = ‘g ‘g (32)
0 0
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We can define the line impedance Z(z) at any position z on the line as seen in
Figure 3:
V(z)  Vote "+ Ve

Z(5) — —
(2) I(z) 0 V0+e*"/z -V, er?

(33)

Here, the line impedance is not equal to Zy when the line is terminated, i.e., a

leftward-traveling reflected wave exists. We can find the line impedance at the load

position, i.e., Z, by dividing above two equations:
V(z V(0

(), VO _,

| Vol + Vo
() ==~ 1(0)

Vi Vo

(34)
Now, we define the line impedance in HOL Light as follows:

Definition 6.1. Line Impedance
Faer YV1 V2 tlc w z.
line_impedance V1 V2 tlc w z =
wave_solution_voltage_phasor V1 V2 tlc w z /
wave_solution_current_phasor V1 V2 tlc w z

where the HOL Light function line_impedance represents the ratio of the total
voltage V' (z) to the total current I(z) at any position z along the line.

Next, we formally verify that the voltage and current on the transmission line at
point z = 0 have to abide to the boundary condition imposed by the load.

Theorem 6.1. Line Impedance at the Load Position (z =0)
Finm YW1 V2 RL G C w z.
let tlc = ((R,L,G,C):trans_line_const) in
[A1] z = Cx(&0)
= line_impedance V1 V2 tlc w z =
characteristic_impedance tlc w * ((V1 + V2) / (V1 - V2))

The verification of Theorem 6.1 is based on the formalizations of line and charac-
teristic impedances alongside some complex arithmetic reasoning.

We can rearrange Equation (34) as the ratio of the reflected voltage amplitude to
the incident voltage amplitude

Yo _Zr—%

= — 35
VvOJr Zr+ Zy ( )

This ratio of the phasors of the reverse and forward waves at the load position
(z = 0) is defined as voltage reflection coefficient.
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Vi0) Ve _ 2%

'y

V) TV T Zut Z
Next, we define the voltage reflection coefficient in HOL Light as follows:

Definition 6.2. Voltage Reflection Coefficient

Fger VV1 V2 tlc w z.

voltage_reflection_coefficient V1 V2 tlc w z =

(line_impedance V1 V2 tlc w z - characteristic_impedance tlc w) /

(line_impedance V1 V2 tlc w z + characteristic_impedance tlc w)

Now, we verify that the voltage reflection coefficient is equal to the ratio of
reflected voltage to the incident voltage as the following HOL Light theorem:

Theorem 6.2. Relating Forward-Going Voltage to Reflected Voltage
Fihm YW1 V2 RL G C w z.
let tlc = ((R,L,G,C):trans_line_const) in
[A1] V1 # V2 A [A2] z = Cx(%0)
[A3] characteristic_impedance tlc w # Cx(&0)
= voltage_reflection_coefficient V1 V2 tlc w z = V2 / V1

Assumption Al ensures that voltages are different from each other. Assumption
A2 represents the boundary condition z = 0. Assumption A3 guarantees that the
characteristic impedance is nonzero. The verification of the above theorem is mainly
based on Theorem 6.1 along with some complex arithmetic reasoning.

We can also obtain the line impedance at the load (z = 0) from the reflection
coefficient by rewriting the relationship in Equation (36):

14+1;
1-I';

Here, the quantity I'z, is known as the voltage reflection coefficient. Now, we verify
the above relationship as the following HOL Light theorem.

75, = Zy (37)

Theorem 6.3. Final Equation for Line Impedance at the Load Position
Fihm YW1 V2 RL G C w z.
let tlc = ((R,L,G,C):trans_line_const) in
[A1] V1 # V2 A [A2] z = Cx(&0) A
[A3] characteristic_impedance tlc w # Cx(&0)
= line_impedance V1 V2 tlc w z =
characteristic_impedance tlc w *
((Cx(&1) + (voltage_reflection_coefficient V1 V2 tlc w z)) /
(Cx(&1) - (voltage_reflection_coefficient V1 V2 tlc w z)))
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Assumptions A1-A3 are the same as those of Theorem 6.2. The verification of the
above theorem is primarily based on Theorems 6.1 and 6.2 alongside some complex
arithmetic reasoning.

In the following subsections, we formally analyze short-circuited and open-circuited
transmission lines as special cases of a terminated transmission line.

6.1 Short-Circuited Line

When the load end of a transmission line is connected in such a way that it creates
a short circuit, it is referred to as a short-circuited transmission line. These lines
are extensively used in microwave engineering and Radio-Frequency (RF) systems
to ensure a proper impedance matching, which is essential for an efficient power
transmission and preserving the integrity of signals. Figure 4 depicts a transmission
line of length [ that is terminated by a short circuit ensuring a zero load impedance,
i.e., Z L= 0.

I
l 1

Zo

o I

R

z=-1 Z=0

Figure 4: Short-Circuited Line [16]

Moreover, the short-circuited termination forces the load voltage Vi, to zero. There-
fore, from Equation (17), we have:

Vi =V(2)|s=0 =0
Ve I L v=edPE g =0

Vi+VT =0
This implies

Vo=-vT (38)
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We employ Equation (20) to find the load current flowing through the short circuit
by utilizing Equation (38) as:

It = I(2)|2=0
1
= V-V
2%[ V7 ]=0
o+
= 7 (39)

Everywhere else on the transmission line, the voltage and current are mathematically
expressed as [16]:

V(z) = V(e 7P — i) = —2V* jsin(Bz)

VT - - 2V T
I(2) = —jBz JjBzy
(2) = (e i) = 2

The line impedance observed when looking towards the far end (short-circuited
location) on the transmission line is:

cos(Bz)

_V(z) , —2Vtjsin(Bz)
2(z) = I(z) 0 2V +cos(5z)

Next, we formally verify the short-circuited line in HOL Light as follows:

= —jZotan(Bz)

Theorem 6.4. Short-Circuited Line
Fihm VW1 V2 RL G C w z.
let tlc = ((R,L,G,C):trans_line_const) in
[A1] (V2 = --V1) A [A2] w > &0 A [A3] L > &0 A
[A4] C > &0 A [AB] R = &0 A [A6] G = &0 A [A7] V1 # Cx (&0)
= line_impedance V1 V2 tlc w z =
--ii * characteristic_impedance tlc w *

ctan (Cx (Im(propagation_constant tlc w)) * z)

Assumptions A1l provides the condition for the short-circuited line. Assumptions
A2-A4 guarantee that the angular frequency w and the parameters L and C cannot
be negative or zero, respectively. Assumptions A5-A6 assert that the line parameters
R and G are equal to zero, which is an assumptions for a lossless transmission line.
Assumption A7 provides that the coefficient V1 is different than zero. The verification
of Theorem 6.4 is primarily based on the following lemma:
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Lemma 6.1. Lemma for Short-Circuited Line

Fiem YW1 V2 RL G C w z.

let tlc = ((R,L,G,C):trans_line_const) in

[A1] (V2 = --V1) A [A2] w > &0 A [A3]1 L > &0 A

[A4] C > &0 A [AB] R = &0 A [A6] G = &0 A [A7] V1 # Cx (&0)

= line_impedance V1 V2 tlc w z = characteristic_impedance tlc w *
((-Cx(&2) * ii * V1 * csin(Cx (Im(propagation_constant tlc w)) * z)) /

(Cx(&2) * V1 * ccos (Cx(Im(propagation_constant tlc w)) * z)))

Every assumption in the above lemma is the same as that of Theorem 6.4. The
proof of Lemma 6.1 is mainly based on Theorems 1 and 2 provided in Table 4
and properties of the trancendental functions along with some complex arithmetic
reasoning.

6.2 Open-Circuited Line

When a transmission line is open at the load end, it is referred to as an open-
circuited transmission line. Since the terminal is characterized by an open circuit
configuration, the signal or current is unable to propagate beyond the open-circuited
point. Open-circuited transmission lines are employed in antenna design to model
the behavior of open-ended radiating devices. Figure 5 depicts an open-circuited
transmission line with an infinite load impedance, i.e., Z; = co.

!

!
: ! , =0
T e
1 1
l—:“ Zo 7
1 1
Zoc -
o1 -9
| |
z=-1 zZ=0

Figure 5: Open-Circuited Line [16]

An open-circuited transmission line forces the load current I, to be zero. There-
fore, by using Equation (20) we have:

I =1(2)],=0 =0

+ —
V7 s _ YV

Bz —
Zo Zo =0
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V*JrV*_0
Zy

Thus,
Vo =V"t (40)

Note that the load voltage Vi appearing across the open circuit can be found from
Equation (17) using Equation (40):

Vi =V (2)|2=0
— V+e—jﬁz + V_ej'@z|2:0

Everywhere else on the transmission line, the voltage and current are mathematically
expressed as [16]:

V(z) = VT (e7P* + &5%) = 2V T cos(Bz)

2V+

+ .
4 jsin(Bz) = ———e 7™ ?5in(Bz)
Zo

. . oVt
— —jBz _ ,iBzy — _
1(z) = (eI = %) = ==

Next, we formally verify the open-circuited line in HOL Light as follows:

Theorem 6.5. Open-Circuited Line
Fem YW1 V2 RL G C w z.
let tlc = ((R,L,G,C):trans_line_const) in

[A1] (V2 = V1) A [A2] w > &0 A [A3] L > &0 A
[A4] C > &0 A [AB] R = &0 A [A6] G = &0 A [A7] V1 # Cx (&0)

= line_impedance V1 V2 tlc w z =
ii * characteristic_impedance tlc w *

ccot (Cx (Im (propagation_constant tlc w)) * z)

Assumptions A1 ensures the condition for the open-circuited line. The rest of the
assumptions are the same as that of Theorem 6.4. Similar to Theorem 6.4, the proof
of the above theorem is mainly based on the following lemma:
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Lemma 6.2. Lemma for Open-Circuited Line
Fiem YW1 V2 RL G C w z.

let tlc = ((R,L,G,C):trans_line_const) in

[A1] (V2 = V1) A [A2] w > &0 A [A3] L > &0 A

[A4] C > &0 A [AB] R = &0 A [A6] G = &0 A [A7] V1 # Cx (&0) A

= line_impedance V1 V2 tlc w z = characteristic_impedance tlc w *

((Cx(&2) * V1 * ccos(Cx (Im (propagation_constant tlc w)) * z)) /
(--Cx(&2) * ii * V1 * csin (Cx (Im (propagation_constant tlc w)) * z)))

The proof of the above lemma is mainly based on the formally verified lemmas about
the exponential functions alongwith some complex arithmetic reasoning. This com-
pletes the formal analysis of the terminated, short-circuited and open-circuited trans-
mission lines. The details about the analysis can be found in the proof script [10].

7 Discussion

The main purpose of this work is the formal development of transmission line theory
within the sound core of a higher-order-logic theorem prover to analyze transmis-
sion systems. For our constructive formalization, we first formally analyzed the
variations of the line voltage and current utilizing the phasor representations of the
telegrapher’s equations because the phasor approach reduces the time-domain PDEs
to ODEs. In the verification of the ODEs, we proved lemmas about the derivatives
of the general solutions. One of the main challenges of the presented work was to
formally verify the general solutions for the time-domain PDEs. The process be-
gan by translating solutions from the phasor domain, where they are articulated as
complex-valued functions of frequency, into the time-domain as real-valued functions
to establish solutions for PDEs. In the HOL Light proof process, we subsequently
faced the requirement to transform the time-domain functions back into complex-
valued forms. This was essential because the time-domain PDEs are defined using
complex derivatives, and the challenge lays in adeptly employing these complex
derivatives during the proof procedure. We also proved the necessary lemmas about
the complex differentions of the general solutions with respect to the parameters z
and t. In addition, we provided proofs of the attenuation and phase constants for the
lossless line and some other theorems regarding exponential functions and complex
numbers in order to verify the correctness of the wave solutions for the time-domain
PDEs. Once we proved the required theorems and lemmas, the verification of the
correctness of the equations just took several lines of proof steps.

For example, the proofs of the general solutions of the wave equations for voltage
and current just took 19 and 22 lines, which clearly illustrates the benefit of the
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Formalized Theorems Proof Lines Page Numbers | Woman Hours
Theorem 4.1 26 212 1
Theorem 4.2 25 212 1
Theorem 5.1 13 214 0.5
Theorem 5.2 25 214 0.5
Table 3. Lemma 1 4 215 0.5
Table 3. Lemma 2 33 215 1
Table 3. Lemma 3 4 215 0.5
Table 3. Lemma 4 57 215 1
Theorem 5.3 28 216 1
Theorem 5.4 49 216 1.5
Table 4. Theorem 1 34 218 3
Table 4. Theorem 2 37 218 4
Table 4. Theorem 3 81 218 3
Table 4. Theorem 4 85 218 7
Table 4. Theorem 5 146 218 2
Table 4. Theorem 6 220 218 3
Theorem 5.5 19 220 0.5
Lemma 5.1 61 220 20
Table 5. Lemma 1 23 221 3
Table 5. Lemma 2 46 221 5
Table 5. Lemma 3 25 221 4
Table 5. Lemma 4 33 221 7
Theorem 5.6 22 222 0.5
Lemma 5.2 82 224 10
Table 6. Lemma 1 54 223 4
Table 6. Lemma 2 32 223 6
Table 6. Lemma 3 59 223 5
Table 6. Lemma 4 38 223 9
Theorem 5.7 71 224 2
Theorem 5.8 107 224 3
Theorem 6.1 18 226 0.5
Theorem 6.2 70 227 3
Theorem 6.3 22 227 0.5
Theorem 6.4 33 229 0.5
Lemma 6.1 63 230 4
Theorem 6.5 48 231 0.5
Lemma 6.2 57 232 5

Table 7: Verification Details for Proven Theorems and Lemmas
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formally verified lemmas and theorems. The amount of effort required for verifying
each individual theorem in terms of proof lines and the corresponding woman-hours
is presented in Table 7. It is noteworthy that the woman-hours needed to complete
proofs are dependent on both the number of lines of code and the complexity of the
proof. Consequently, there is no direct relation between the number of lines in the
proof script and the amount of time required in woman-hours. For example, the
verification process for the characteristic impedance of a distortionless line involves
a greater number of proof lines compared to the verification of the attenuation
constant. However, the woman-hours required for the former are actually less than
those needed for the latter. Another difficulty encountered in this formalization
pertains to the considerable level of user intervention. However, we developed several
tactics that automate certain parts of our proofs resulting in a reduction of the length
of proof scripts in many instances (e.g., reducing part of the code by around 240
lines) and make the proofs simpler and more compact. Examples of such tactics are
SHORT_TAC and EQ_DIFF_SIMP, which allowed us to simplify complex arithmetics
involved in the proof of the time-domain solutions. For instance, EQ_DIFF_SIMP is
constructed to efficiently deal with the repetitive patterns in our proof procedure by
consolidating them into a single tactic. This proves to be efficient in refining and
optimizing our overall approach. The main advantage of the conducted formal proofs
of the telegrapher’s equations is that all the underlying assumptions can be explicitly
written contrary to the case of paper-and-pencil proofs and proof-steps that are
mechanically verified using a theorem prover. In addition, the formalization of the
transmission line theory provides mathematicians and engineers with the ability
to modify and reuse the formal library in HOL Light, in contrast to conventional
manual mathematical analysis.

8 Conclusion

This paper advocates the usage of higher-order-logic theorem proving for the formal-
ization of the telegrapher’s equations and the verification of its general solutions. In
particular, we formalized the telegrapher’s equations and their alternate representa-
tions, i.e., wave equations in time and phasor domains using HOL Light. Further-
more, we verified the relationship between the telegrapher’s equations and the wave
equations in the phasor domain. Moreover, we constructed the formal proof for the
general solutions of the telegrapher’s equations in the phasor domain. Subsequently,
we proved the relation between the phasor and the time-domain functions in order
to formally verify the general solutions for the time-domain PDEs. Finally, in order
to demonstrate the usefulness of our formalization work, we formally analyzed sev-
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eral practical applications, including terminated, short-circuited and open-circuited
transmission lines. One of our future plans is to extend this formalization by for-
malizing the deviations of real circuits from the idealized model, with an aim of
applying it to practical applications in real-world scenarios. Another potential area
for future investigation involves analyzing the behavior of harmonics in transmission
lines using the Fourier transform [18].
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Abstract

In this paper, we introduce the concept of tense operators on pseudocom-
plemented distributive lattices. Specifically, we utilize the Kalman construction
to establish a categorical equivalence between the algebraic category of tense
KAN-algebras and a category whose objects are pairs (A, S), where A is a tense
pseudocomplemented distributive lattice, and S is a tense Boolean filter of A.

1 Introduction

The investigation of tense operators emerged in the 1980s, with notable contributions
by Burges (see [4]). Classical tense logic is a logical system that extends bivalent
logic by incorporating the tense operators G (indicating that something will always
be the case) and H (indicating that something has always been the case) (see [12]).
These operators allow us to express statements that hold consistently in the future
or have always been true in the past. Tense logic provides a formal framework for
reasoning about time-dependent propositions and has applications in various fields,
including computer science, artificial intelligence, and philosophy of time.

We extend our sincere gratitude to the editors and anonymous reviewers for their diligent efforts
in reviewing and enhancing the quality of this article. Their valuable feedback and constructive
suggestions have significantly contributed to the improvement of the manuscript. We appreciate
their time, expertise, and commitment to ensuring the excellence of this work.
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By incorporating appropriate tense operators, we can expand upon existing log-
ical systems, such as intuitionistic calculus and many-valued logics, to create new
tense logics (see [10, 7]). This extension enhances the expressiveness of the logical
systems, enabling a more nuanced analysis of the tense dimension in statements. The
study of tense logics has led to the development of various variants, each with its own
unique features and applications across different fields of study. Two other operators
F and P are usually defined via G and H by F/(z) = —G(—z) and P(x) = —H(—x),
where —z denotes negation of the proposition x. In a classical propositional calcu-
lus, which is represented using a Boolean algebra B = (B,V, A, —,0, 1), the axioms
for tense operators were established in [12] as follows:

(B1) G(1) =1 and H(1) = 1;
(B2) G(x ANy) =G(z) NG(y) and H(x Ay) = H(x) A H(y);

(B3) © < GP(z) and x < HF(x).

In order to introduce tense operators in non-classical logics, it is necessary to
add additional axioms for G and H to establish their connections with other opera-
tions or logical connectives. Tense operators have been extensively investigated by
various authors across different classes of algebras (see [1, 3, 5, 8, 9, 10, 14]), and
the notion of tense operators on bounded distributive lattices was introduced by
Chajda and Paseka in [5]. More precisely, a tense distributive lattice is a structure
A= (A,G,H,F,P) where A = (A,A,V,0,1) is a bounded distributive lattice, and
G, H, F, and P are tense operators defined on A. In particular, these operators
satisfy:

(T1) P(x) <y if and only if z < G(y),
(T2) F(x) <y if and only if x < H(y),
(T3) G(x) NF(y) < F(x ANy) and H(z) A P(y) < P(x A y),

(T4) G(xVy) <G(x)V F(y) and H(zx Vy) < H(x) V P(y).

Notice that, from the perspective of Universal Algebra, the class of tense distributive
lattices constitutes a variety (see [5]).
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2 Preliminaries

In this section, we will summarize some definitions and necessary results for what
follows. We assume that the reader is familiar with bounded distributive lattices,
De Morgan algebras, pseudocomplemented distributive lattices, and Kleene algebras
(see [2]).

A pseudocomplemented distributive lattice (or distributive p-algebra) is an al-
gebra (A,V,A*,0,1) of type (2,2,1,0,0) such that (A, V,A,0,1) is a bounded dis-
tributive lattice, and for every a,b € A, it holds that a A b = 0 if and only if a < b*.
This means that for every a € A, there is a largest member of A that is disjoint with
a, namely a*. The class of distributive p-algebras is a variety (see [2]). Also, note
that in a distributive p-algebra, the conditions 1 = 0* and 0 = 1* necessarily hold.

Recall that if A is a distributive p-algebra, a non-empty subset S C A is said to
be a filter of A if S is an upset, and x Ay € S for all x,y € S.

An element a of A is called a dense element if a* = 0, and the set D(A) of all
dense elements of A forms a filter in A.

If A is a distributive p-algebra and R an equivalence relation on A, we adopt
the notation [a]g for the equivalence class of @ modulo R, and also A/R for the set
of equivalence classes. The definitions of Boolean filter and Boolean congruence on
a given distributive p-algebra will be used throughout the paper, so we choose to
introduce these definitions and the link between them in the present section (for
more details, see [15]).

Definition 2.1. Let A be a distributive p-algebra. We say that a congruence R on A
is a Boolean congruence if A/R is a Boolean algebra, or equivalently, if aVa* € [1]g
for every a € A.

Definition 2.2. Let A be a distributive p-algebra. A filter S of A is called a Boolean
filter if x V o* € S for each x in A.

Since z V a* € D(A) for all z in A, it is evident that D(A) is a Boolean filter of
A. In fact, it is the smallest Boolean filter of A.

The following three lemmas are well-known in the field of distributive p-algebras
and are frequently cited, as exemplified in [11, 15].

Lemma 2.1. Let A be a distributive p-algebra. The following conditions are equiv-
alent:

1. A is a Boolean algebra.

2. D(A) = {1}.
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Lemma 2.2. Let A be a distributive p-algebra and R be a congruence on A. The
following conditions are equivalent:

1. R is a Boolean congruence.

2. [1]r is a Boolean filter.

Lemma 2.3. Let A be a distributive p-algebra. If R is a Boolean congruence, then
[1]r s a Boolean filter. If S is a Boolean filter, then the set

O(S) ={(a,b) e AxA:aNs=bAs for somes e S}

is a Boolean congruence. Moreover, the assignments R w— [1]r and S — O(S)
define an order isomorphism between the poset of Boolean congruences of A and the
poset of Boolean filters of A.

Recall that a Kleene algebra is an algebra (T, V, A, ~,0,1) of type (2,2,1,0,0)
satisfying that (T, Vv, A,0, 1) is a bounded distributive lattice and ~ is an involution
(i.e., ~~ 2z = x for every x € T') such that

1. ~(xVy) =~ zA ~y and
2. N ~ax < yV ~y.

hold for every x,y € T.

In [11], the authors extend Kleene algebras with a unary operation —, referred
to as intuitionistic negation, and define the variety of Kleene algebras with intu-
itionistic negation, abbreviated as KAN-algebras. More precisely, a KAN-algebra is
an algebra (T, A,V,~,—,0,1) of type (2,2,1,1,0,0) such that (T, A,V,~,0,1) is a
Kleene algebra and the following conditions are satisfied for every z,y € T

If (T,V,N,~,—,0,1) is a KAN-algebra, an application of (N3) yields =1 = 1 A
-1=1A~1=1A0=0. Taking z = 0 in (N4) we obtain that =0 = 1. In addition,
if z <y, then -y < =z by (N2).

240



A CATEGORICAL EQUIVALENCE FOR TENSE p-ALGEBRAS

3 Tense operators on distributive p-algebras

In this section, we will define the variety of tense pseudocomplemented distributive
lattices and prove some basic properties. Additionally, we will introduce the tense
version of Boolean filter and Boolean congruence in the subsequent discussion.

Definition 3.1. An algebra A = (A,G, H, F, P) is a tense pseudocomplemented
distributive lattice, or tense p-algebra, if (A, V,A,*,0,1) is a distributive p-algebra,
and G, H, F, P are unary operations on A that satisfy the following conditions:

(T1) P(z) <y if and only if z < G(y),

(T2) F(z) <y if and only if z < H(y),

(T3) G(z) A Fy) < F(z Ay) and H(z) A P(y) < P(z Ay),
(T4) Gz Vy) < G(a) V F(y) and H(z Vy) < H(x) V P(y),
(T5) F(z)* < G(z*) and P(z)* < H(z"),

(T6) G(z)* < F(z*) and H(z)* < P(a*).

Ezxample 3.1. Given a distributive p-algebra A, there are two extreme examples of
tense operators:

(1) Define G, H, F, y P as the identity function id 4.

(2) Define G and H as the constant function 14 (i.e., G(z) =1 = ( ) for all
z € A), and F and P as the constant function 04 (1 e., F(z) =0 = P(x) for
all z € A).

Remark 3.1. Let A = (A,G, H, F, P) be a tense p-algebra. Then, according to
properties (T1) to (T4), we can conclude that the reduct (A, V,A, G, H, F, P) forms
a tense distributive lattice (see [5, 13]).

We will list several fundamental properties that hold in tense p-algebras and
provide proofs for some of them.

Proposition 3.1. Let (A,G, H, F, P) be a tense p-algebra. Then
(T7) G(1) =1 and H(1) =1,

(T8) Gla Ay) = G(x) AG(y) and H(z Ay) = H(x) A H(y),
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z <y implies G(z) < G(y) and H(z) < H(y),

y implies F(x) < F(y) and P(x) < P(y),

x A F(y) < F(P(z) Ay) and z A P(y) < P(F(z) Ay),
F(x) Ny =0 if and only if N P(y) =0,

Gz V H(y)) < G(z) Vy and H(z V G(y)) < H(z) Vy,
T18) =V H(y) = 1 if and only if G(z) Vy = 1,

G(z*) < F(z)* and H(z*) < P(2)",

F(z*) < G(z)* and P(z*) < H(z)*.

Proof. Note that (T7) to (T12) follow from (T1) and (T2). Axioms (T13) and (T14)
are consequences of axioms (T8) and (T11), respectively. Next, let’s prove (T15).
From (T9), we have z A F(y) < GP(z) A F(y). Using this statement and (T3),
we obtain z A F'(y) < F(P(z) Ay). The reverse inequality can be proven similarly.
Now, let’s verify (T16). Suppose F(z) Ay = 0. Using (T10) and (T15), we get
zAP(y) < P(F(xz)Ay) = P(0) = 0. Hence, xtAP(y) = 0. Similarly, we can prove the
reverse direction. Moreover, axioms (T17) and (T18) can be proven using a similar
technique as in the proof of (T'15) and (T16), respectively. Finally, let’s prove (T19)
and (T20). Using (T3) and (T10), we have G(z*) A F(z) < F(z* ANz) = F(0) = 0.
Thus, G(z*) < F(x)*. Similarly, H(z*) < P(z)*. Additionally, (T20) can be proven
using a similar technique.

O

Remark 3.2. If A = (A,G,H,F,P) is a tense p-algebra, and A is a Boolean
algebra, it is easy to see that (A, G, H) is a tense Boolean algebra.

Definition 3.2. Let A = (A,G, H, F, P) be a tense p-algebra. A filter S of A is
called a tense filter if it satisfies the following condition:

(tf) z € S implies G(x) € S and H(x) € S.
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Definition 3.3. Let A = (A, G, H, F, P) be a tense p-algebra. A tense filter S C A
is called a tense Boolean filter if it contains all dense elements, i.e., D(A) C S.

Example 3.2. Let A = (A, G, H, F, P) be a tense p-algebra. The set D(A) is a tense
Boolean filter. It is evident that D(A) forms a Boolean filter. Let’s prove that D(A)
is closed under both G and H. Suppose x € D(A). From this assertion, applying
axioms (T6), (T20), and (T10), we have G(z)* = F(z*) = F(0) = 0. Consequently,
it follows that G(x) € D(A). Similarly, we can verify that H(x) € D(A).

Definition 3.4. Let A = (A, G, H, F, P) be a tense p-algebra. A tense congruence
on A is a p-congruence # which is compatible with every tense operators, i.e. if
(x,y) € 0, then (T'(z),T(y)) € 6, for every T € {G, H, F, P}.

Definition 3.5. Let A = (A, G, H, F, P) be a tense p-algebra. A tense congruence
0 is a tense Boolean congruence of A if the quotient algebra A/ = (A/0,G,H) is
a tense Boolean algebra.

Remark 3.3. Let A = (A,G,H, F, P) be a tense p-algebra. The set of all tense
Boolean congruences forms a lattice.

Lemma 3.1. Let A = (A,G,H, F, P) be a tense p-algebra. If 0 is a tense Boolean
congruence, then [1]g is a tense Boolean filter of A.

Proof. 1t is known that [1] is a Boolean filter (see [11, Lemma 1.2]). Let = € [1]g .
Then, (z,1) € 0. Since 0 is a tense congruence, we have (G(z),G(1)) € 6. Applying
property (T8), we conclude that G(1) = 1. Therefore, G(x) € [1]p. Similarly, we can
deduce that H(z) € [1]y using a similar approach. Therefore, [1]g is a tense Boolean
filter. O

From the established results in [11] and Lemma 3.1, the following result is ob-
tained.

Lemma 3.2. Let A = (A,G,H, F,P) be a tense p-algebra and S a tense Boolean
filter. Then, the set

O(S) ={(a,b) e Ax A:aNs=>bAs for some s € S}

is a tense Boolean congruence. Moreover, the assignments 6 — [1]g and S — ©(S)
define an order isomorphism between the poset of tense Boolean congruences of A
and the poset of tense Boolean filters of A.

Remark 3.4. Upon examining the assignments from the previous lemma, it can be
proven that a correspondence exists between the set of all tense filters and the set
of all tense congruences of a tense p-algebra A.
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4 'Tense operators on KAN-algebras

In this section we will introduce the notion of tense operators on the variety of
KAN-algebras.

Let (T,V,\,~,—,0,1) be a KAN-algebra, and let G and H be two unary oper-
ators on T'. We define the operators P(x) :=~ H(~ z) and F(x) :=~ G(~ x).

Definition 4.1. An algebra T = (T,G, H) is a tense KAN-algebra if (T, V, A, ~
,—,0,1) is a KAN-algebra, and G and H are unary operations on 7" that satisfy the

following conditions:
(t1) G(1)=1and H(1) =1,

(t2) G(x A y) = G(x) A Gly) and H(z Ay) = H(z) A H(y),
(t3) = < GP(z) and © < HF(x),

(t4) G(z v y) < (&) v Ply) and H(z v y) < H(z) V P(y),
(t5) G(~2) = ~F(z) and P(~z) = ~H(z),

(t6) ~G(x) = F(—x) and H(—z) = =P(z).

Example 4.1. Let B = (B,G, H) be a tense Boolean algebra, and let the unary
operation ~ be defined as ~ z := —z. According to Example 2.3 in [11], it is stated
that (B, A,V,~,—,0,1) is a KAN-algebra. By checking that G and H satisfy the
axioms (t1) to (t6), we can conclude that B, with this additional operation ~, is a
tense KAN-algebra.

The following proposition contains some properties of tense KAN-algebras that
will be useful throughout the paper. The proof is analogous to that of Lemma 3.1,
so we omit it.

Proposition 4.1. Let T = (T,G, H) be a tense KAN-algebra. Then,

(
(xVy)=F(z)V F(y) and P(zVy) = P(z)V P(y),

G(z) <z and FH(x) <z

)

)

)

(t10) @ <y implies G(x) < G(y) and H(z) < H(y),

(t11) = <y implies F(x) < F(y) and P(x) < P(y),
)
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(t13) = A F(y) < F(P(z) ANy) and x AN P(y) < P(F(z) Ay),
(t14) F(x) Ay =0 if and only if x N P(y) =0,

(t15) G(z v H(y)) < G(x) Vy and H(z v G(y)) < H(x) Vy,
(t16)

t16) vV H(y) =1 if and only if G(z) Vy = 1.

5 Kalman’s Construction

In this section, we prove some results that establish the connection between tense
p-algebras and tense KAN-algebras.

Let A = (A,G, H, F, P) be a tense p-algebra and let us consider
K(A):={(a,b) e Ax A:aNb=0}.

As established in the well-known [11, Lemma 2.4], by defining:

a,b)V(z,y) = (aVa,bAy),
a,b) A\ (z,y) = (aANz,bVy),
~(a,b) = (a*,a),
~(a,b) = (b,a),
0 = (0,1),
1 = (1,0),

we get that the algebra K(A) = (K (A4),V,A,~,—,0,1) is a KAN-algebra.

Now, let us define the following unary operators on K(A):

Gk ((a,0)) = (G(a), F(b)),
Hi((a,0)) = (H(a),P(b)),
Fr((a,0)) = (F(a),G(b)),
Pg((a,b)) = (P(a), H(b))

Lemma 5.1. Let A = (A,G,H, F,P) be a tense p-algebra and let (a,b) € K(A).
Then, the following hold:

(a) Gk(a,b) € K(A) and Hi(a,b) € K(A),
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(b) Fk(a,b) =~ Gg(~ (a,b)) and Px(a,b) =~ Hg(~ (a,b)),
(¢c) Fg(a,b) € K(A) and Pk(a,b) € K(A).

Proof. We will focus on proving property (a), leaving the remaining properties for
the reader to verify. Let (a,b) € K(A). Hence, a Ab = 0. Then, from (T3) and
(T10), G(a) A F(b) < F(a Ab) = F(0) = 0. Therefore, (G(a), F(b)) € K(A). In a
similar way, we can prove Hg(a,b) € K(A). O

Lemma 5.2. Let A = (A,G,H,F,P) be a tense p-algebra. Then, the struc-
ture K(A) = (K(A),Gg,Hg) is a tense KAN-algebra. Furthermore, for B =
(B,G,H, F,P) as a tense p-algebra and a morphism f : A — B, the map K(f) :
K(A) — K(B), defined by K(f)(a,b) = (f(a), f(b)), is a functor from the category
of tense p-algebras to the category of tense KAN-algebras.

Proof. Based on [11, Lemma 2.4], we are aware that K(A) is a KAN-algebra, and
from Lemma 5.1 we know that Gg and Hg are well-defined. Therefore, our focus
will be on proving that K (A) satisfies axioms (t1) to (t6). Due to the symmetry of
tense operators G and H, we will only prove the axioms for the operator G.

Let (a,b) and (z,y) be elements of K(A).

(t1): Gx(1,0) = (G(1), F(0)) = (1,0).

(t2): Gr((a,b) A (z,y)) = Gk(aAz,bVy) = (GlaAz),F(bVy)). Using (T8) and
(T11), we have (G(aiz), F(bVy)) = (G(a)\G(z )7F( IVF(y)) = (G(a), F(b))A
(G(z), F(y)). Therefore, Gg((a,b) A (z,y)) = Gk (a,b) N Gk (x,y).

(t3): Gr(Px(a,b)) = Gr(P(a), H(b)) = (G(P(a)), F(H(b))). Using (T9) and
(T12), we have (a,b) < (G(P(a)), F(H(b))), hence (a,b) < GxPr(a,b).

(t4): Gk((a,b) V (z,y)) = Gx(aV z,bNy) = (G(a V z),F(bAy)). Using (T3)

and (T4), we have (G(a V z),F(bAy)) < (G(a) V F(x),G(y) A F(b)), and
(G(a)VE(z), Gly) A\F (b)) = (G(a%F(bl)))V(?(ﬂf),G( y)) = Gk(a,b)V Fi(x,y).
V

Therefore, Gi((a,b) V (z,y)) < Gg(a,b) (z,9)
(t5): =Fk(a,b) = =(F(a),G(b)) = (F(a)*, F(a)). From ( 5) and ( T19) we have
F(a)* = G(a"), thus = Fk(a,b) = (G(a*), F(a)) = Gg(a*,a) = Gx(—(a,b)).

(t6): Fx(—(a,b)) = Fk(a*,a) = (F(a*),G(a)). Using (T6) and (T20), we have
F(a*) = G(a)*, therefore Fi(—(a,b)) = (G(a)*,G(a)) = ~Gk(a,b).
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Now, according to [11, Lemma 2.4], we know that K is a functor from the cat-
egory of distributive p-algebras to the category of KAN-algebras. We will prove
that K preserves the tense operator G: K(f)(Gk(a,b)) = K(f)(G(a),F(b)) =
((Gla), F(F®)) = K())(Gla), Fk) = K(f)(Grclab)). Similarly, we can ob-
serve that K preserves H, F, and P. ]

Let (T,A,V,~,—,0,1) be a KAN-algebra, and let § C T? be defined as

(x,y) €0 <= —x =y (1)

The relation 0 is an equivalence relation that will play a crucial role in establish-
ing a categorical equivalence for the class of tense KAN-algebras.

Recall that [z]yp denotes the set {y € T : (z,y) € 0}, and the set {[x]p : z € T}
is denoted by T'/6.

Lemma 5.3. Let T = (T,G, H) be a tense KAN-algebra, and let  C T? be defined
as specified in 1. Then, the equivalence relation 0 is compatible with the operations
A, V, 1, as well as the tense operators G and H.

Proof. From [11, Lemma 2.7], we know that 6 is compatible with A,V, and -. We
will now prove that 6 is also compatible with the tense operators G and H. Let
(z,y) € 0. We have -z = -y, which implies F'(—x) = F(—y). By applying property
(t6), we have =G(z) = =G(y), and therefore (G(z),G(y)) € 6. Similarly, we can
show that (H(z),H(y)) € 6. This confirms that 6 is compatible with the tense
operators. ]

Let T = (T,G, H) be a tense KAN-algebra. By applying Lemma 5.3 and [11,
Lemma 1.8], we deduce that (7'/0, A, V,—,[0]g,[1]e) forms a distributive p-algebra,
and the order < in 7'/6 can be characterized as [z]y < [y]p if and only if —y < —z.

Lemma 5.4. Let T = (T, G, H) be a tense KAN-algebra, and consider the relation 0
defined in 1. By defining Go([z]p) = [G(x)]o, Hy([x]g) = [H(2)]g, Fo([x]o) = [F(x)]s,
and Py([z]g) = [P(x)]g, we have that (T'/0,Ge, Hy, Fy, Py) forms a tense p-algebra.

Proof.

(T1): Let’s assume Py([x]p) < [y]o. Due to the characterization of the order in 7'/, it
follows that =y < —P(z). Using property (t11), we have F(-y) < F(-P(x)),
and by applying properties (t6) and (t3), we obtain —-G(y) < —x. Conse-
quently, [z]g < Gy([ylg). Now, let’s assume [z]s < Gy([y]s), which implies
—G(y) < —z. From property (t10), we have H(—G(y)) < H(—x), and by using
properties (t6) and (t11), we obtain -y < =P(x). Hence, Py([z]g) < [y]o-
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T2): The proof is analogous to (T1).

T4

(T2).

(T3): It is immediate from property (t12) and the fact that x <y implies -y < —z.
(T4): It is immediate from property (t4) and the fact that x < y implies —y < —z.
(T5).

T5): From property (t5), we have =G(—z) = ——F(z), which implies —Fp(z) <

Gy(—x). Similarly, we have = Py(z) < Hyp(—x).

(T6): The proof is similar to the proof of (T5).
O

Lemma 5.5. Let A = (A,G,H,F,P) be a tense p-algebra. Then the mapping
g:K(A)/0 — A defined as follows:

9([(a,b)]p) = a,
s an isomorphism of tense p-algebras.

Proof. We will only prove that g preserves the tense operators. We have that

9(Go([(a;0)]9)) = 9([Gk(a,b)lp) = g([(G(a), F(b))]s) = G(a), and G([g(a,b)]s) =
G(a). Similarly, we can prove that g preserves Hy, Fp, and Py. Hence, g is an
isomorphism of tense p-algebras. ]

Lemma 5.6. Let T = (T,G, H) be a tense KAN-algebra. Then the mapping p :
T — K(T/0) defined as p(x) = ([x]g, ([~ x]p) is an injective morphism of tense
KAN-algebras.

Proof. We will show that p preserves the tense operators G and H. We have that
p(G(z)) = ([G(@)]o, [~ G(2)]p), and

Gi(p(x)) = Gr ([, [~ «lo) = (Go([zlo), F(([~ ©)]o) = (IG()]o, [F(~ x)]p)-
Since F(~ x) =~ G(x), we can conclude that p preserves G. Similarly, we can prove
that p preserves H. Therefore, p is an injective morphism of tense KAN-algebras. [
6 A categorical equivalence for tense KAN-algebras

In this section, we will prove that tense p-algebras and tense Boolean filters provide
a characterization of tense KAN-algebras.
If A is a p-algebra and S a Boolean filter of A, we can define the set

K(A,S):={(a,b) e AxA:anb=0andaVbe S}
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From [11, Theorem 2.11], we know that for two p-algebras A and A’, and two Boolean
filters S and S’, there exists a well-defined function K(f) : K(A4,S) — K(A4',5)
given by K(f)(a,b) = (f(a), f(b)). Furthermore, it is known that the set K(A4,5)
is the universe of a subalgebra of K(A), making it a KAN-algebra.

Proposition 6.1. If A = (A,G,H,F,P) is a tense p-algebra and S is a tense
Boolean filter of A, then the set K(A,S) := {(a,b) € AxA:aANb=0andaVbe S}
is a tense KAN-algebra.

Proof. We know that K(A,S) is a subalgebra of K(A). Therefore, we only need to
prove that K(A,S) is closed under the tense operators Gx and Hg. Let (a,b) €
K(A,S). We have Gk(a,b) = (G(a),F(b)). By using (t12) and (t7), we have
G(a) AN F(b) < F(a Ab) = 0. Additionally, using (t4) and the fact that S is a tense
filter, we have that G(a) V F'(b) € S. Therefore, Gx(a,b) € K(A,S). The proof for
Hy follows a similar argument. O

Proposition 6.2. If A and A’ are two tense p-algebras, and S and S’ are two tense
Boolean filters of A and A’ respectively, let f : A — A’ be a morphism of tense
p-algebras such that f(S) C S'. We can define the morphism K(f) : K(A,S) —
K(A’,S’) of tense KAN-algebras as K(f)(a,b) = (f(a), f(b)).

Proof. From [11, Theorem 2.11], we know that K (f) is a morphism of KAN-algebras.
By Proposition 6.1, we have that K(A,S) is a tense KAN-algebra, so we only
need to prove that K(f) preserves the tense operators Gx and Hyi. For Gk, we
have K(f)(Gk(a,b)) = K(f)(G(a), F(b)) = (f(G(a)), f(F(b))). Since f is a mor-
phism of tense p-algebras, it preserves G and F. Therefore, (f(G(a)), f(F(D))) =
(G(f(@)), F(f(5))) = Gr(f(a), /(b)) = G (K(f)(a,b)). Hence, K (f) preserves Gix.

The proof for Hy follows a similar argument. O

The proof of the following theorem can be obtained by combining the results
from Lemma 5.2, Lemma 5.5, and [11, Theorem 2.11].

Theorem 6.1. If A is a tense p-algebra and S is a tense Boolean filter of A, then
the quotient algebra K(A,S)/0 is isomorphic to A. Furthermore, if A’ is a tense
p-algebra and S’ is a tense Boolean filter of A’, and f : A — A’ is a morphism
of tense p-algebras such that f(S) C S', then K(f) is a morphism of tense KAN-
algebras.

Lemma 6.1. Let T = (T,G, H) be a tense KAN-algebra . Then the positive part
Tt :={z €T :—-~ax=1} is a tense filter of T that includes all elements x € T
satisfying ~—x = 1. Consequently, Tt /0 is a tense Boolean filter of T /0.
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Proof. From [11, Lemma 2.14], we only need to prove that TT is closed under G
and H. Suppose # € TT. Then, we have that = ~ 2 = 1. Therefore, G(—= ~ z) = 1.
By using the definition of F' and property (t5), we have =F(~ z) = = ~ G(z) =
G(— ~ z) = 1. Consequently, = ~ G(z) = 1, which implies G(z) € T*. The proof
for H follows a similar reasoning. Hence, T is a tense filter of T, and consequently,
T+ /60 forms a tense filter of T/6. O

Theorem 6.2. Let T = (T, G, H) be a tense KAN-algebra. Then T is isomorphic
to K(T/0; T"/0). Furthermore, if T' is also a tense KAN-algebra and f : T — T’
is a morphism between tense KAN-algebras, then the mapping fo : T/0 — T'/0

defined as fo([x]g) = [f(x)]o is a morphism of tense p-algebras. It is worth noting
that fo(T*/0) C (T)" /60 holds.

Proof. We know from [11, Theorem] that p : T — K (T'/0; T+ /) is an isomorphism
of KAN-algebras, and Lemma 5.6 establishes that p is a tense morphism. There-
fore, p is an isomorphism for tense KAN-algebras. Furthermore, according to [11,
Theorem 2.15], we only need to proof that fp preserves the tense operators. Let’s
consider fo(Gy([x]p)) = fo([G(x)]s) = [f(G(x))]s. Since f is a morphism of tense
p-algebras, we have [f(G(z))]g = [G(f(x))]s = Go([f(x)]s) = Go(fo([x]g)). Hence,
we conclude that fg(Gg([x]p)) = Go(fo([z]g)). Similar reasoning can be applied to
prove the preservation of tense operators for Hy, Fy, and Pp. O

We denote by tPDL the category whose objects are pairs (A, S), where A is a
tense p-algebra and S is a tense Boolean filter of A, and whose arrows f : (A, S) —
(A’,S’) are morphisms f: A — A’ such that f(S) C 5.

Based on the previous results, we can conclude that if T = (T, G, H) is a tense
KAN-algebra, then K(T/0,T*/0) € tPDL. Moreover, when f : T — T’ is a
morphism between tense KAN-algebras, it follows that fy is a morphism in tPDL.
Consequently, we can observe that the aforementioned assignments establish a func-
tor from the algebraic category of tense KAN-algebras to the category tPDL.

The proof of the following theorem is a direct consequence of Theorem 6.1 and
Theorem 6.2.

Theorem 6.3. The functor K establishes a categorical equivalence between the cat-
egory of tense KAN-algebras and the category tPDL.
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We, the authors of the paper entitled “Quantum algorithms for unate and binate covering
problems with application to finite state machine minimization” published in Journal of
Applied Logics in 2023, would like to clarify that Figure 13 in our paper use a variant of
Grover diffusion circuit that is not a standard Grover diffusion operator for the Boolean
oracles and the phase oracles of L.K. Grover as presented in [Grover 1996]. However, this
variant of Grover diffusion circuit in this figure is the same as the quantum diffuser proposed
by [ALI below], which is the so-called “Grover controlled-diffusion operator”.

For this reason, we would like to publish this clarification as “Corrigendum” in the
Journal of Applied Logics.

[ALI] A. A-Bayaty and M. Perkowski, “A concept of controlling Grover diffusion op-
erator: A new approach to solve arbitrary Boolean-based problems,” submitted to Scientific
Reports, 2023. Nature.
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