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I: Basic Properties
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Abstract

We define weak pseudo EMV-algebras which are a non-commutative gener-
alization of weak EMV-algebras, pseudo MV-algebras, and generalized Boolean
algebras, respectively. In contrast to pseudo EMV-algebras, the class of
wPEMV-algebras is a variety. We present basic properties and examples of
wPEMV-algebras. The main aim is to show when a wPEMV-algebra can be
embedded into a wPEMV-algebra N with top element, called a representing
wPEMV-algebra, as a maximal and normal ideal of N . The paper is divided
into two parts. Part I studies wPEMV-algebras from the point of semiclans,
generalized pseudo effect algebras and integral GMV-algebras. We describe
congruences via normal ideals, and we show when a wPEMV-algebra possesses
a representing one.

Part II. It studies representable wPEMV-algebras and it shows an equational
base for them. Left and right unitizing automorphisms enable us to construct
representing wPEMV-algebras. We present the Basic Representation Theo-
rem. Finally, we study subvarieties of cancellative wPEMV-algebras, perfect
wPEMV-algebras, weakly commutative wPEMV-algebras, and normal-valued
wPEMV-algebras, respectively.

∗Sponsored by the Slovak Research and Development Agency under contract APVV-16-0073
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Dvurečenskij and Zahiri

1 Introduction

MV-algebras were introduced in 1958, [6, 7], as a many valued counterpart of Boolean
algebras. A crucial result on MV-algebras was established in [32] showing that there
is a categorical equivalence between the set of MV-algebras forming a variety and
the category of unital Abelian ℓ-groups which do not form a variety. Over more than
60 years MV-algebras penetrated in different areas of mathematics and they were
generalized in many ways. For more about MV-algebras, see [8]. A non-commutative
generalization of MV-algebras was presented in [28] as pseudo MV-algebras and
independently in [33] as generalized MV-algebras. A fundamental generalization
of Mundici’s representation result for pseudo MV-algebras was presented in [14]
showing that the category of pseudo MV-algebras is categorically equivalent to the
category of unital ℓ-groups not necessarily Abelian. It is not surprising that during
decades we have a whole palette of different generalizations of MV-algebras like BL-
algebras, [31], hoops, [3], pseudo hoops, [29], pseudo BL-algebras, [11, 12], residuated
lattices [4, 27], effect algebras, [25], pseudo effect algebras, [15, 16], semiclans, [5],
BCK-algebras, Wajsberg hoops, [1], etc.

In [19, 21, 22], we have introduced a commutative and non-commutative gener-
alization of both MV-algebras and generalized Boolean algebras as algebras where
top element is not assumed a priori and every element is dominated by some idem-
potent element, moreover, every interval [0, a], where a is an idempotent, is an MV-
algebra or a pseudo MV-algebra. These algebras are said to be EMV-algebras or
pseudo EMV-algebras (EMV stands for extended MV-algebras). If such an algebra
possesses a top element, then it is equivalent to an MV-algebra or to a pseudo MV-
algebra. The principal representing result says that every EMV-algebra (pseudo
EMV-algebra) M without top element can be embedded into an EMV-algebra
(pseudo EMV-algebra) N with top element as a maximal and normal ideal of N
and every element not belonging to the image of M is a complement of the image of
some element from M . A variant of the Loomis–Sikorski theorem for EMV-algebras
was established in [20].

We have to underline that not every maximal ideal of any MV-algebra can serve
as an example of EMV-algebras. This is the case, e.g., for the Chang MV-algebra
Γ(Z−→× Z, (1, 0)), where the unique maximal ideal is the set M = {(0, n) | n ≥ 0}
and it has only one idempotent (0, 0) which does not dominate all elements of M .
We note that −→× denotes the lexicographic product. If we compare EMV-algebras
with Wajsberg hoops, that are bottom-free subreducts of MV-algebras, we can find
examples of Wajsberg hoops, [1, Prop 2.1], [3, Ex 1.5], which are not EMV-algebras
and vice-versa.

Neither EMV-algebras nor pseudo EMV-algebras form a variety because they are
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Weak Pseudo EMV-algebras. I: Basic Properties

not closed under subalgebras, but they are close to varieties, special classes called
q-varieties. Consequently, there are countably many q-subvarieties of EMV-algebras
and uncountably many q-subvarieties of pseudo EMV-algebras.

Therefore, in [23], we have found classes of algebras called weak EMV-algebras
(wEMV-algebras) which form a variety and this class contains also all EMV-algebras
and this variety is the least variety containing all wEMV-algebras.

In this paper we present a non-commutative generalization of wEMV-algebras
called weak pseudo EMV-algebras (wPEMV-algebras in short). They are algebras
(M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) of type (2, 2, 2, 2, 2, 0) and they form a variety.

The main goals of the paper, which is divided into two parts, are:
Part I.
(1) We investigate the basic properties of wPEMV-algebras and present basic

examples of wPEMV-algebras.
(2) Show that every wPEMV-algebra can be embedded into the positive cone

of some ℓ-group preserving ∨, ∧, ⊖, ⊙∼ and partial addition. In addition, we show
a relation of wPEMV-algebras with generalized pseudo effect algebras. Moreover,
every interval [0, c] in M can be converted into a pseudo MV-algebra such that it is
not necessarily a subalgebra of the original wPEMV-algebra M .

(3) Study ideals, normal ideals, congruences, and show that a wPEMV-algebra M
without top element can be embedded into a wPEMV-algebra N with top element as
a maximal and normal ideal of N and every element of N not belonging to the image
of M is a complement of some element from the image of M . This wPEMV-algebra
N is said to be representing M . First such a study for generalized Boolean algebras
was done in [9] and for EMV-algebras, pseudo EMV-algebras and wEMV-algebras
in [19, 22, 23].

Part II.
(4) Study representable wPEMV-algebras, i.e. wPEMV-algebras that are subdi-

rect product of linearly ordered wPEMV-algebras. We show that every representable
wPEMV-algebra admits a representable and representing wPEMV-algebra. These
algebras form a variety and we present an equational base for them. We show that
this variety contains uncountably many subvarieties.

(5) We introduce unitizing left and right automorphisms of wPEMV-algebras and
we show that the existence of a left (right) unitizing automorphism is a necessary
and sufficient condition in order that a wPEMV-algebra does possess a represent-
ing wPEMV-algebra. First we show that associated wPEMV-algebras, cancella-
tive wPEMV-algebras, commutative or weakly commutative wPEMV-algebras have
representing wPEMV-algebras. We present the Basic Representation Theorem for
wPEMV-algebras which entails that unitizing automorphisms always exist in each
wPEMV-algebra. Therefore, every wPEMV-algebra embeds in a representing one.
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(6) We study special kinds of subvarieties of wPEMV-algebras. For exam-
ple, the subvariety of cancellative wPEMV-algebras with an equational base, per-
fect wPEMV-algebras (and we show its equational base), normal-valued wPEMV-
algebras and we present some atoms in the lattice of subvarieties.

Some open questions are formulated.
The paper is organized as follows. Part I. Section 2 presents the basic properties

of pseudo MV-algebras and EMV-algebras. In Section 3, we introduce weak pseudo
EMV-algebras with basic properties and show important examples of wPEMV-
algebras. In Section 4, we define a partial addition + and show how it is connected
with semiclans in the sense of [5] and with generalized pseudo effect algebras. More-
over, we show that wPEMV-algebras can be viewed also as integral GMV-algebras
in the sense of [2, 27, 4], and vice-versa. Congruences, ideals, normal ideals are
studied in Section 5 and we show that a wPEMV-algebra without top element can
be embedded into a wPEMV-algebra with top element.

Part II. In Section 6, we study in detail representable wPEMV-algebras, we show
that they can be always embedded into a representable wPEMV-algebra with top
element. We present an equational base for this variety. Section 7 is devoted to
a question when a wPEMV-algebra without top element is a maximal and normal
ideal of some wPEMV-algebra with top element. Therefore, we study left and right
unitizing automorphisms. The main result, the Basic Representing Theorem, will
be presented. Final Section 8 describes different subvarieties of wPEMV-algebras:
cancellative, perfect, weakly commutative and normal-valued ones.

2 Pseudo MV-algebras and Pseudo EMV-algebras
In the section, we present basic properties of pseudo MV-algebras and pseudo EMV-
algebras which are non-commutative generalizations of MV-algebras and EMV-
algebras, respectively.

We note that pseudo EMV-algebras generalize pseudo MV-algebras which were
defined in [28] and equivalently in [33] as a generalized MV-algebras which are a
non-commutative extension of MV-algebras. Thus due to [28], a pseudo MV-algebra
is an algebra (M ; ⊕,− ,∼ , 0, 1) of type (2, 1, 1, 0, 0) such that the following axioms
hold for all x, y, z ∈ M with an additional binary operation ⊙ defined via

y ⊙ x = (x− ⊕ y−)∼

(A1) x ⊕ (y ⊕ z) = (x ⊕ y) ⊕ z;

(A2) x ⊕ 0 = 0 ⊕ x = x;
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(A3) x ⊕ 1 = 1 ⊕ x = 1;

(A4) 1∼ = 0; 1− = 0;

(A5) (x− ⊕ y−)∼ = (x∼ ⊕ y∼)−;

(A6) x ⊕ (x∼ ⊙ y) = y ⊕ (y∼ ⊙ x) = (x ⊙ y−) ⊕ y = (y ⊙ x−) ⊕ x;

(A7) x ⊙ (x− ⊕ y) = (x ⊕ y∼) ⊙ y;

(A8) (x−)∼ = x.
Pseudo MV-algebras are closely connected with unital ℓ-groups. We note that

an element u from the positive cone G+ of an ℓ-group G is said to be a strong unit
if given x ∈ G, there is an integer n ≥ 0 such that x ≤ nu. A couple (G, u), where u
is a fixed strong unit of G, is said to be a unital ℓ-group. For more info on ℓ-groups,
we recommend to consult [10, 26, 30].

For example, if (G, u) is a unital ℓ-group (not necessarily Abelian), we define

Γ(G, u) := [0, u]

and

x ⊕ y := (x + y) ∧ u,

x− := u − x,

x∼ := −x + u,

x ⊙ y := (x − u + y) ∨ 0,

then Γ(G, u) := ([0, u]; ⊕,− ,∼ , 0, u) is a pseudo MV-algebra [28]. A basic result on
representation of pseudo MV-algebras says that there is a one-to-one correspondence
between pseudo MV-algebras and unital ℓ-groups, for more details see [14].

Pseudo EMV-algebras were introduced in [21]:
Definition 2.1. An algebra (M ; ∨, ∧, ⊕, 0) of type (2, 2, 2, 0) is called a pseudo
EMV-algebra if it satisfies the following conditions:

(E1) (M ; ∨, ∧, 0) is a distributive lattice with the least element 0;

(E2) (M ; ⊕, 0) is an ordered monoid with a neutral element 0;

(E3) for each a ∈ I(M) := {x ∈ M : x ⊕ x = x}, the elements

λa(x) := min{z ∈ [0, a] : z ⊕ x = a}, ρa(x) := min{z ∈ [0, a] : x ⊕ z = a}
exist in M for all x ∈ [0, a], and the algebra ([0, a]; ⊕, λa, ρa, 0, a) is a pseudo
MV-algebra;
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Dvurečenskij and Zahiri

(E4) for each x ∈ M , there is a ∈ I(M) such that x ≤ a.

It is noteworthy of recalling that the orders following from (E1) and (E2), re-
spectively, are the same.

In an analogy with pseudo MV-algebras, we can define a total binary operation
⊙ in the following way: For all x, y ∈ M , we define

x ⊙ y = ρa(λa(y) ⊕ λa(x)),

where a ∈ I(M) and x, y ∈ [0, a]. Then x ⊙ y is correctly defined and it does not
depend on a ∈ I(M), and

x ⊙ y = λa(ρa(y) ⊕ ρa(x)).

In addition, if x, y ∈ M , x ≤ y, then

y ⊙ λa(x) = y ⊙ λb(x), ρa(x) ⊙ y = ρb(x) ⊙ y (2.1)

for all idempotents a, b of M with x, y ≤ a, b, and

y = (y ⊙ λa(x)) ⊕ x = x ⊕ (ρa(x) ⊙ y). (2.2)

If x, y ∈ [0, a] for some idempotent a ∈ M , then

x ⊙ λa(y) = x ⊙ λa(x ∧ y), ρa(y) ⊙ x = ρa(x ∧ y) ⊙ x, (2.3)

and
(x ⊙ λa(y)) ⊕ (x ∧ y) = x = (x ∧ y) ⊕ (ρa(y) ⊙ x). (2.4)

Finally, if x, y ≤ a ∈ I(M), then

((x ⊕ y) ⊙ λa(x)) ⊕ x = x ⊕ y = y ⊕ (ρa(y) ⊙ (x ⊕ y)) (2.5)

and if x ≤ a ∈ I(M), then

x ⊙ λa(x) = 0 = ρa(x) ⊙ x. (2.6)

It is easy to verify that if (M ; ⊕,− ,∼ , 0, 1) is a pseudo MV-algebra, then (M ; ∨, ∧,
⊕, 0) is a pseudo EMV-algebra with top element. Conversely, if (M ; ∨, ∧, ⊕, 0) is a
pseudo EMV-algebra with top element 1, then (M ; ⊕, λ1, ρ1, 0, 1) is a pseudo MV-
algebra. This shows that there is a one-to-one correspondence between pseudo MV-
algebras and pseudo EMV-algebras with top element.

The basic representation theorem for pseudo EMV-algebras was established in
[22, Thm 6.4]:
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Weak Pseudo EMV-algebras. I: Basic Properties

Theorem 2.2. [Basic Representation Theorem] Every pseudo EMV-algebra M is
either a pseudo EMV-algebra with top element or M can be embedded into a pseudo
EMV-algebra N with top element as a maximal and normal ideal of N such that
every element x ∈ N is either from the image of M or there is a unique x0 from the
image of M such that x = ρ1(x0).

We remind that a subset I of a pseudo EMV-algebra is an ideal if I is closed
under ⊕ and if x ≤ y ∈ I, then x ∈ I. An ideal I is normal if x ⊕ I = I ⊕ x for each
x ∈ M .

Remark 2.3. Let (M ; ∨, ∧, ⊕, 0) be a pseudo EMV-algebra and x, y, z ∈ M such
that x⊙y ≤ z. Choose a ∈ I(M) with x, y ≤ a. Then by [21, Prop 3.4], x⊙y = x⊙ay,
where ⊙a is the binary operation on the pseudo MV-algebra ([0, a]; ⊕, λa, ρa, 0), that
is s ⊙a t = λa(ρa(t) ⊕ ρa(s)) for all s, t ∈ [0, a]. By [28] in [0, a]. We have

(i) x ⊙a y ≤ z if and only if x ⊙a y ≤ z ∧ a if and only if x ⊙a λa(ρa(y)) ≤ z ∧ a if
and only if x ≤ (z ∧ a) ⊕ ρa(y) = z ⊕ ρa(y).

(ii) x ⊙a y ≤ z if and only if x ⊙a y ≤ z ∧ a if and only if ρa(λa(x)) ⊙a y ≤ z ∧ a if
and only if y ≤ λa(x) ⊕ (z ∧ a) = λa(x) ⊕ z.

Lemma 2.4. Let (M ; ∨, ∧, ⊕, 0) be a pseudo EMV-algebra. For each x, y ∈ M , we
define

x ⊖ y = x ⊙ λa(y), where x, y ≤ a ∈ I(M), (2.7)
x⊙∼y = ρa(x) ⊙ y, where x, y ≤ a ∈ I(M). (2.8)

Then ⊖ : M × M → M and ⊙∼ : M × M → M are well-defined binary operations on
M which do not depend on a ∈ I(M) if x, y ≤ a.

Proof. Let x, y ∈ M and a, b ∈ I(M) be such that x, y ≤ a, b. Choose c ∈ I(M)
with a, b ≤ c. Since [0, c] is a pseudo EMV-algebra, by [21, Prop 3.3(ii)] we have

x ⊙ λa(y) = x ⊙ (λc(y) ∧ a) = (x ⊙ λc(y)) ∧ (x ⊙ a), by [28, Prop 1.22]
= (x ⊙ λc(y)) ∧ x = x ⊙ λc(y), since x ⊙ λc(y) ≤ x.

In a similar way, we can show that x ⊙ λb(y) = x ⊙ λc(y). That is, x ⊙ λa(y) =
x ⊙ λb(y). Therefore, ⊖ is well-defined.

A similar proof works for ⊙∼ instead of ⊖.
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3 Weak Pseudo EMV-algebras
In [23], we have introduced weak EMV-algebras (M ; ∨, ∧, ⊕, ⊖, 0) that are algebras
with a commutative operation ⊕. A non-commutative generalization of wEMV-
algebras are weak pseudo EMV-algebras:

Definition 3.1. An algebra (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) of type (2,2,2,2,2,0) is called a
wPEMV-algebra (w means weak) if it satisfies the following conditions:

(W1) (M, ∨, ∧, 0) is a distributive lattice with the least element 0;

(W2) (M ; ⊕, 0) is a monoid;

(W3) (y ⊕ x) ⊖ x ≤ y and x⊙∼(x ⊕ y) ≤ y;

(W4) (y ⊖ x) ⊕ x = x ∨ y = x ⊕ (x⊙∼y);

(W5) x ⊖ (x ∧ y) = x ⊖ y and (x ∧ y)⊙∼y = x⊙∼y;

(W6) y ⊖ (x⊙∼y) = x ∧ y = (y ⊖ x)⊙∼y;

(W7) z ⊖ (x ∨ y) = (z ⊖ x) ∧ (z ⊖ y) and (x ∨ y)⊙∼z = (x⊙∼y) ∧ (y⊙∼z);

(W8) (x ∧ y) ⊖ z = (x ⊖ z) ∧ (y ⊖ z) and z⊙∼(x ∧ y) = (z⊙∼x) ∧ (z⊙∼y);

(W9) x ⊖ (y ⊕ z) = (x ⊖ z) ⊖ y and (y ⊕ z)⊙∼x = z⊙∼(y⊙∼x);

(W10) x ⊕ (y ∨ z) = (x ⊕ y) ∨ (x ⊕ z) and (y ∨ z) ⊕ x = (y ⊕ x) ∨ (z ⊕ x).

If (M ; ∨, ∧, ⊕, ⊖, 0) is a wEMV-algebra, then (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0), where x⊙∼y =
y ⊖ x, x, y ∈ M , is a wPEMV-algebra. Conversely, if (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is a
wPEMV-algebra with commutative ⊕, then (M ; ∨, ∧, ⊕, ⊖, 0) is a wEMV-algebra;
see also Proposition 3.2(xv) below.

An element a of a wPEMV-algebra M is said to be an idempotent (or a Boolean
element) if a ⊕ a = a. We recall that I(M) is the set of idempotents of M . Then
0 ∈ I(M).

We say that a monoid (M ; ⊕, 0) endowed with a partial order ≤ is (i) ordered if
x ≤ y implies z1 ⊕ x ⊕ z2 ≤ z1 ⊕ y ⊕ z2 for all z1, z2 ∈ M , (ii) right naturally ordered
if x ≤ y iff there is v ∈ M such that y = x ⊕ v, (iii) left naturally ordered if x ≤ y
iff there is u ∈ M such that y = u ⊕ x, and (iv) naturally ordered if x ≤ y iff there
are u, v ∈ M such that x ⊕ v = y = u ⊕ x. Given x ∈ M and any integer n ≥ 0, we
define
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Weak Pseudo EMV-algebras. I: Basic Properties

0.x := 0, (n + 1).x := n.x ⊕ x, if n ≥ 0.

The basic properties of wPEMV-algebras are as follows.

Proposition 3.2. Let (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) be a wPEMV-algebra and x, y, z ∈ M .
Then the following hold:

(i) (M ; ⊕, 0) is an ordered monoid which is right and left naturally ordered (that
is, x ≤ y if and only if there is u ∈ M such that x ⊕ u = y, equivalently, there
is v ∈ M such that v ⊕ x = y).

(ii) (a ⊖ x)⊙∼a = x = a ⊖ (x⊙∼a) if x ≤ a.

(iii) x ∧ y = ((a ⊖ x) ∨ (a ⊖ y))⊙∼a and x ∧ y = a ⊖ ((x⊙∼a) ∨ (y⊙∼a)) if x, y ≤ a.

(iv) x ≤ y implies that x ⊖ z ≤ y ⊖ z and z⊙∼x ≤ z⊙∼y. Also, z ⊖ y ≤ z ⊖ x and
y⊙∼z ≤ x⊙∼z.

(v) z ≤ x ⊕ y if and only if z ⊖ y ≤ x if and only if x⊙∼z ≤ y.

(vi) (x ∧ y) ⊕ z = (z ⊕ z) ∧ (y ⊕ z) and z ⊕ (x ∧ y) = (z ⊕ x) ∧ (z ⊕ y).

(vii) z ⊖ (x ∧ y) = (z ⊖ x) ∨ (z ⊖ y) and (x ∧ y)⊙∼z = (x⊙∼z) ∨ (y⊙∼z).

(viii) x ⊖ x = 0 = x⊙∼x and x ⊖ 0 = x = 0⊙∼x.

(ix) x ≤ y if and only if x ⊖ y = 0 if and only if y⊙∼x = 0.

(x) (x ∨ y) ⊖ z = (x ⊖ z) ∨ (y ⊖ z) and z⊙∼(x ∨ y) = (z⊙∼x) ∨ (z⊙∼y).

(xi) x ⊖ y ≤ x and x⊙∼y ≤ y.

(xii) (x ⊖ y) ∧ (y ⊖ x) = 0 = (x⊙∼y) ∧ (y⊙∼x).

(xiii) If a ⊕ a = a, then a ⊕ x = a ∨ x = x ⊕ a.

(xiv) z ⊖ (x ∧ y) = (z ⊖ x) ∨ (z ⊖ y) and (x ∧ y)⊙∼z = (x⊙∼z) ∨ (y⊙∼z).

(xv) The binary operation ⊕ is commutative if and only if x ⊖ y = y⊙∼x.
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Proof. (i) By (W10), (M ; ⊕, 0) is an ordered monoid. We show that M is left
naturally ordered. Let x, y ∈ M such that x ≤ y. Then y = x ∨ y = (y ⊖ x) ⊕ x.
Set v = y ⊖ x. Conversely, let y = v ⊕ x for some v ∈ M . Since M is ordered, then
x = 0 ⊕ x ≤ v ⊕ x = y. Whence, M is left naturally ordered.

In a similar way, x ≤ y iff there is u ∈ M such that y = x ⊕ u.
(ii) By (W6), (a ⊖ x)⊙∼a = x ∧ a = x and a ⊖ (x⊙∼a) = a ∧ x = x.
(iii) By (ii), x ∧ y = (a ⊖ (x⊙∼a)) ∧ (a ⊖ (y⊙∼a)). So, by (W7),

x ∧ y = (a ⊖ (x⊙∼a)) ∧ (a ⊖ (y⊙∼a)) = a ⊖ ((x⊙∼a) ∨ (y⊙∼a)).

The proof of the second part is similar.
(iv) It follows from (W7)–(W8).
(v) If z ≤ x ⊕ y, then by (iv) and (W3), z ⊖ y ≤ (x ⊕ y) ⊖ y ≤ x. Conversely,

if z ⊖ y ≤ x, then by (W4), z ≤ z ∨ y = (z ⊖ y) ⊕ y ≤ x ⊕ y. In a similar way by
(iv) and (W3), we get that x⊙∼z ≤ x⊙∼(x ⊕ y) ≤ y. Conversely, if (x⊙∼z) ≤ y, then
by (W4), z ≤ x ∨ z = x ⊕ (x⊙∼z) ≤ x ⊕ y.

(vi) By (i), (x ∧ y) ⊕ z ≤ x ⊕ z, y ⊕ z. Let t ≤ x ⊕ z, y ⊕ z. From (v) it follows
that t ⊖ z ≤ x, y, so that t ⊖ z ≤ x ∧ y and so by (W4), t ≤ (t ⊖ z) ⊕ z ≤ (x ∧ y) ⊕ z.
Hence, (x ∧ y) ⊕ z = (z ⊕ z) ∧ (y ⊕ z). The proof of the second part is similar.

(vii) By (iv), z ⊖ (x ∧ y) ≥ z ⊖ x, z ⊖ y. Let z ⊖ x, z ⊖ y ≤ u ∈ M . Then by (v),
z ≤ u ⊕ x, u ⊕ y and so by (W10), we obtain z ≤ (u ⊕ x) ∧ (u ⊕ y) = u ⊕ (x ∧ y) (by
(vi)). It follows from (v) that z⊖(x∧y) ≤ u. Therefore, z⊖(x∧y) = (z⊖x)∨(z⊖y).
The proof of the second part is analogous.

(viii) We have 0 ≤ x ⊖ x = (0 ⊕ x) ⊖ x ≤ 0 when we have used (W3). Dually we
prove x⊙∼x = 0.

Now, we have x ≤ x = x ⊕ 0, so that by (v), x ⊖ 0 ≤ x. On the other hand,
x ⊖ 0 ≤ x ⊖ 0 and again by (v), x ≤ (x ⊖ 0) ⊕ 0 = x ⊖ 0, which yields x ⊖ 0 = x. In
a dual way, we prove 0⊙∼x = x.

(ix) If x ≤ y, then y = x∨y and so by (iv) and (viii), x⊖y ≤ (x∨y)⊖y = y⊖y = 0
and y⊙∼x ≤ y⊙∼(x ∨ y) = y⊙∼y = 0.

Conversely, let x ⊖ y = 0. By (W4), y = (x ⊖ y) ⊕ y = x ∨ y, so that x ≤ y. In a
similar way we prove the second equivalence.

(x) By (iv), we have (x ∨ y) ⊖ z ≥ (x ⊖ z) ∨ (y ⊖ z). Let c ≥ x ⊖ z, y ⊖ z. (v)
implies c ⊕ z ≥ x, y and c ⊕ z ≥ x ∨ y which yields c ≥ (x ∨ y) ⊖ z. We establish the
second property in the dual way.

(xi) Let x, y ∈ M . By (W10), x ≤ x ⊕ y and y ≤ x ⊕ y. It follows from (v) that
x ⊖ y ≤ x and x⊙∼y ≤ y.

(xii) By (W5) and (W8), (x ⊖ y) ∧ (y ⊖ x) = (x ⊖ (x ∧ y)) ∧ (y ⊖ (x ∧ y)) =
(x ∧ y) ⊖ (x ∧ y) = 0. A similar proof works for the second part.
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(xiii) Using (W4) and (W7), we have a ∨ x = (x ⊖ a) ⊕ a = (x ⊖ a) ⊕ a ⊕ a =
(x ∨ a) ⊕ a = (x ⊕ a) ∨ (a ⊕ a) = (x ⊕ a) ∨ a = x ⊕ a. In a dual way, we establish
a ∨ x = a ⊕ (a⊙∼x) = a ⊕ (a ∨ x) = a ∨ (a ⊕ x) = a ⊕ x.

(xiv) Due to (iv), we have z⊖(x∧y) ≥ z⊖x, z⊖y. Let a ≥ z⊖x, z⊖y. Then (v)
entails a ⊕ x ≥ z and a ⊕ y ≥ z, so that x, y ≥ a⊙∼z and x ∨ y ≥ a⊙∼z, a ⊕ (x ∨ y) ≥ z
and finally, a ≥ z ⊖ (x ∨ y) which finishes the proof. In the dual way we prove the
second equality.

(xv) Let ⊕ be commutative. Using (W4), we have

x = (x ∧ y) ⊕ ((x ∧ y)⊙∼x) = (x ∧ y) ⊕ (y⊙∼x) = (y⊙∼x) ⊕ (x ∧ y),
x = (x ⊖ (x ∧ y)) ⊕ (x ∧ y) = (x ⊖ y) ⊕ (x ∧ y) = (x ∧ y) ⊕ (x ⊖ y).

Therefore, using Proposition 3.2(v), we have

y⊙∼x = (x ∧ y)⊙∼x ≤ x ⊖ y = x ⊖ (x ∧ y) ≤ y⊙∼x.

Conversely, let x ⊖ y = y⊙∼x for all x, y ∈ M . By (W4), we have

((x ⊕ y) ⊖ x) ⊕ x = x ⊕ y

(x⊙∼(x ⊕ y)) ⊕ x = x ⊕ y

y ⊕ x ≥ x ⊕ y (by (W3)).

In the same way, we have x ⊕ y ≥ y ⊕ x, yielding x ⊕ y = y ⊕ x.

Now, we present three kinds of wPEMV-algebras.

Example 3.3. Let (M ; ∨, ∧, ⊕, 0) be a pseudo EMV-algebra and ⊖ and ⊙∼ be the
binary operations defined in Lemma 2.4. Then (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is a wPEMV-
algebra.

Proof. Clearly, (W1) and (W2) hold. First, we note that, for each a ∈ I(M),
([0, a]; ⊕, λa, ρa, 0) is a pseudo MV-algebra. Let x, y ∈ M . There is a ∈ I(M) such
that x, y ≤ a. Then by Lemma 2.4 and [28, Prop 1.13], we have

x ∨ y = x ⊕ (x⊙∼y) = y ⊕ (y⊙∼x) = (y ⊖ x) ⊕ x = (x ⊖ y) ⊕ y, (3.1)
x ∧ y = x ⊙ (λa(x) ⊕ y) = y ⊙ (λa(y) ⊕ x) (3.2)

= (y ⊕ ρa(x)) ⊙ x = (x ⊕ ρa(y)) ⊙ y. (3.3)

(W3) (y ⊕ x) ⊖ x = (y ⊕ x) ⊙ λa(x) = y ∧ λa(x) ≤ y. Also, x⊙∼(x ⊕ y) ≤ y =
ρa(x) ⊙ (x ⊕ y) = ρa(x) ∧ y ≤ y.
(W4) Follows from (3.1).
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(W5) Since ([0, a]; ⊕, λa, ρa, 0) is a pseudo MV-algebra, by [28, Prop 1.16], x ⊖ (x ∧
y) = x ⊙ λa(x ∧ y) = x ⊙ (λa(x) ∨ λa(y)) = (x ⊙ λa(x)) ∨ (x ⊙ λa(y)) = x ⊖ y.
Moreover, (x ∧ y)⊙∼y = ρa(x ∧ y) ⊙ y = (ρa(x) ⊙ y) ∨ (ρa(y) ⊙ y) = ρa(x) ⊙ y = x⊙∼y.
(W6) y ⊖ (x⊙∼y) = y ⊙ λa(ρa(x) ⊙ y) = y ⊙ (λa(y) ⊕ x) = x ∧ y and (y ⊖ x)⊙∼y =
ρa(y ⊙ λa(x)) ⊙ y = (x ⊕ ρa(y)) ⊙ y = x ∧ y.
(W7) Let b ∈ I(M) such that x, y, z ≤ b. Since ([0, b]; ⊕, λb, ρb, 0) is a pseudo
MV-algebra, by definition of ⊙ and using [28, Prop 1.22], we have z ⊖ (x ∨ y) =
z ⊙ λb(x ∨ y) = z ⊙ (λb(x) ∧ λb(y)) = (z ⊙ λb(x)) ∧ (z ⊙ λb(y)) = (z ⊖ x) ∧ (z ⊖ y).
In a similar way, we can prove the second part.
(W8) The proof is similar to the proof of (W7).
(W9) (x⊖z)⊖y = (x⊙λb(z))⊙λb(y) = x⊙(λb(z)⊙λb(y)) = x⊙λb(y⊕z) = x⊖(y⊕z)
and z⊙∼(y⊙∼x) = ρb(z)⊙(ρb(y)⊙x) = (ρb(z)⊙ρb(y))⊙x = ρb(y⊕z)⊙x = (y⊕z)⊙∼x.
(W10) It follows from [28, Prop 1.21].

Assume that (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is a wPEMV-algebra such that its reduct
(M ; ∨, ∧, ⊕, 0) is a pseudo EMV-algebra. Then the wPEMV-algebra M is said
to be an associated wPEMV-algebra. In Example 3.3, we have seen that, for each
pseudo EMV-algebra (M ; ∨, ∧, ⊕, 0), we can built the associated wPEMV-algebra
(M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0). We can easily prove that there is a one-to-one correspon-
dence between associated wPEMV-algebras and pseudo EMV-algebras. Let wPEMV,
PEMV, and wPEMVa be the classes of wPEMV-algebras, pseudo EMV-algebras, and
associated wPEMV-algebras, respectively.
Example 3.4. Let (M ; ⊕,− ,∼ , 0, 1) be a pseudo MV-algebra. Then (M ; ⊕, ∨, ∧,
⊖, ⊙∼, 0), where x ⊖ y = x ⊙ y− and x⊙∼y = x∼ ⊙ y, is a wPEMV-algebra with top
element 1.

If Γ(G, u) is a pseudo MV-algebra determined by a unital ℓ-group (G, u), we
denote by Γa(G, u) the associated wPEMV-algebra corresponding to the pseudo
MV-algebra Γ(G, u) according to Example 3.4.
Example 3.5. Let G+ be the positive cone of an ℓ-group G. Set x⊕y = x+y, x⊖y =
(x − y) ∨ 0, and x⊙∼y = (−x + y) ∨ 0 for all x, y ∈ G+. Then (G+; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is
a wPEMV-algebra called a wPEMV-algebra of a positive cone or a conical wPEMV-
algebra.

4 wPEMV-algebras, Semiclans and Generalized Pseudo
Effect algebras

Comparing wPEMV-algebras with semiclans, we show that for each element a of a
wPEMV-algebra M , the interval [0, a] = {x ∈ M | 0 ≤ x ≤ a} can be converted
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into a wPEMV-algebra Ma = ([0, a]; ∨a, ∧a, ⊕a, ⊖a, ⊙∼a, 0) with top element, where
x ⊕a y = (x ⊕ y) ∧ a, x, y ∈ M , and ∨a, ∧a, ⊖a, ⊙∼a are restrictions of ∨, ∧, ⊖, ⊙∼
to [0, a] × [0, a]. We show that every M can be embedded into the positive cone
of some ℓ-group preserving ∨, ∧, ⊖, ⊙∼, +. In addition, we present how a wPEMV-
algebra M can be converted into a GPEA-algebra with a special kind of the Riesz
Decomposition Property. Moreover, taking into account integral GMV-algebras, a
special class of residuated lattices, we show that wPEMV-algebras are equivalent to
integral GMV-algebras.

According to [5], we introduce the following important notion. We say that a
partial algebra (C; ∧, +) is a semiclan if it is a ∧-semilattice and a partial algebra
with respect to + such that the following axioms are satisfied:

(S1) if a ≤ b, then there exist x, y ∈ C such that b = a + x and b = y + a;

(S2) if a + x, a + y ∈ C, a + x = a + y, then x = y, and if x + a, y + a ∈ C,
x + a = y + a, then x = y;

(S3) if a + x, a + y ∈ C, then (a + x)∧ (a + y) = a + (x ∧ y), and if x + a, y + a ∈ C,
then (x + a) ∧ (y + a) = (x ∧ y) + a;

(S4) a + b, (a + b) + c ∈ C iff b + c, a + (b + c) ∈ C, and in this case we have
(a + b) + c = a + (b + c);

(S5) if (a ∧ b) + c = c and a ∨ b exists, then a + b = a ∨ b = b + a.

It is clear that if G is an ℓ-group, then (G+; ∧, +) is a semiclan, and by [5, p.
321], for any semiclan (C; ∧, +) there exists an ℓ-group G with the positive cone G+

such that C can be embedded into the semiclan (G+; ∧, +) preserving +, ∧, and all
existing ∨ in C. In addition, every semiclan contains a neutral element 0, that is,
x + 0, 0 + x exist and x + 0 = x = 0 + x, [5, (1.1), p. 317].

Now, fix an arbitrary element c from a wPEMV-algebra M and define the interval
[0, c] = {x ∈ M | 0 ≤ x ≤ c}. On the interval [0, c], we define a partial operation
+ = +c which is defined as follows: For x, y ∈ [0, c], x + y is defined iff x ≤ λc(y),
and in such a case, x + y := x ⊕ y. The basic properties of the partial addition +
on [0, c] are as follows.

Lemma 4.1. Let c ∈ M be fixed and x, y ∈ [0, c]. Then:

(i) x + y is defined if and only if y ≤ ρc(x).

(ii) If x + y is defined, then x + y ∈ [0, c].

2377



Dvurečenskij and Zahiri

(iii) x + 0 and 0 + x always exist and x + 0 = x = 0 + x.

(iv) If x + y is defined in [0, c] and x1 ≤ x and y1 ≤ y, then x1 + y1 is defined in
[0, c].

(v) (c ⊖ x) + x and x + (x⊙∼c) exist in [0, c], and (c ⊖ x) + x = c = x + (x⊙∼c).

(vi) If λc(x) + y = c, then x = y. If y + ρc(x) = c, then x = y.

(vii) (x + y) ⊖ y = x and x⊙∼(x + y) = y.

Proof. (i) It follows from the fact x ≤ λc(y) implies y ≤ ρc(x) (use Proposition
3.2(ii),(iv).

(ii) The inequality x ≤ λc(y) yields x ⊕ y ≤ λc(y) ⊕ y = c.
(iii) It is evident.
(iv) In any rate, x1 ≤ x ≤ λc(y) ≤ λc(y1).
(v) This follows from (W4).
(vi) Using (W3), we have λc(y) = c ⊖ y = (λc(x) + y) ⊖ y ≤ λc(x) ≤ λc(y), so

that x = y. In a similar way, we have the second property.
(vii) Since (x + y) ⊖ y ≤ c ⊖ y, we infer ((x + y) ⊖ y) + y is defined in [0, c]. Then

((x + y) ⊖ y) + y = ((x + y) ⊖ y) ⊕ y = (x ⊕ y) ∨ y = x ⊕ y = x + y. Property (vi)
entails (x + y) ⊖ y = x. In a similar way we can establish the second property.

Proposition 4.2. Let c be a fixed element of a wPEMV-algebra M and let + be the
partial addition defined in the last paragraph. Then ([0, c]; ∧, +c) is a semiclan.

Proof. For simplicity, we put + = +c. We have to verify all conditions (S1)–(S5).
We note that infima of x, y ∈ [0, c] taken in M and [0, c] are the same.

(S1) If we put x = a⊙∼b and y = b ⊖ a, we have a + x = b = y + a.
(S3) Let a + x and a + y be defined in [0, c]. By (iv) of Lemma 4.1, a + (x ∧ y) is

defined in [0, c] and by Proposition 3.2(vi), we have (a+x)∧(a+y) = (a⊕x)∧(a⊕y) =
a ⊕ (x ∧ y) = x + (a ∧ b).

(S4) Let x+y, (x+y)+z ∈ [0, c]. By definition of +, we have z ≤ ρc(x+y) ≤ ρc(y)
which entails that y + z is defined in [0, c]. By (W9) and (W4), we conclude

z ≤ ρc(x + y) = (x ⊕ y)⊙∼c = y⊙∼(x⊙∼c)
y + z = y ⊕ z ≤ y ⊕ (y⊙∼(x⊙∼c)) = y ∨ ρc(x) = ρc(x).

So that x + (y + z) is defined in [0, c]. Then x + (y + z) = x ⊕ (y ⊕ z) = (x ⊕ y) ⊕ z =
(x + y) + z.

Conversely, let y+z and x+(y+z) be defined in [0, c]. Then x ≤ λc(y+z) ≤ λc(y),
so that x + y is defined in [0, c]. By (W9), x ≤ λc(y + z) = c ⊖ (y + z) = (c ⊖ z) ⊖ y
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so that x + y = x ⊕ y ≤ ((c ⊖ z) ⊖ y) ⊕ y = (c ⊖ z) ∨ y = λc(z) and (x + y) + z is
defined in [0, c]. The rest is trivial.

(S2) Let a + x = a + y. Then a + x = a + y ≤ c and there is z ∈ [0, c] such that
z + (a + x) = c = z + (a + y). By (S4), we have (z + a) + x = c = (z + b) + y and
λc(ρc(z + a)) + x = c = λc(ρc(z + a)) + y. Lemma 4.1(vi) entails x = y. In a similar
way we prove that x + b = y + b entails x = y.

(S5) Let (x ∧ y)+ z = z. Then z = 0+ z, so by (S2), we have x ∧ y = 0. Then by
(W4) and (W5), we have x∨y = x⊕(x⊙∼y) = x⊕((x∧y)⊙∼y) = x⊕y ≤ c. In a similar
way, x∨y = y ⊕x ≤ c. Proposition 3.2(x) yields (y ⊕x)⊖x = (y ∨x)⊖x = (y ⊖x)∨
(x⊖x) = y ⊖x = y ⊖ (x∧y) = y and y = (x∨y)⊖x ≤ c⊖x = λc(x), so that y +x is
defined in [0, c]. Similarly, x+y is defined and x+y = x⊕y = x∨y = y ⊕x = y +x.

Summing up, we conclude that ([0, c]; ∧, +c) is a semiclan.

Now, we are ready to present the following important result.

Theorem 4.3. Let M be a wPEMV-algebra and fix an element c ∈ M . On the
interval [0, c], we define the binary operation ⊕c defined by (x ⊕c y) := (x ⊕ y) ∧ c,
x, y ∈ [0, c]. Then ([0, c]; ⊕c, λc, ρc, 0, c) is a pseudo MV-algebra.

In addition, if we put x ⊖c y = x ⊙c λc(y) and x⊙∼cy = ρc(x) ⊙c y, x, y ∈ [0, c],
then the algebra ([0, c]; ∨c, ∧c, ⊕c, ⊖c, ⊙∼c, 0) is a wPEMV-algebra, where ∨c and ∧c

are restriction of ∨ and ∧ onto [0, c] × [0, c] and x ⊖c y = x ⊖ y and x⊙∼cy = x⊙∼y,
x, y ∈ [0, c].

Proof. According to Proposition 4.2, ([0, c]; ∧, +c) is a semiclan. Due to [5, p. 321],
there is an ℓ-group G such that the semiclan [0, c] can be embedded into the semiclan
(G+; ∧, +) preserving +, ∧ and ∨ from [0, c]. Let θ : [0, c] → G+ be such a mapping.
Since 0 ∈ [0, c] and 0 is a neutral element, we have θ(0) = 0 and let u = θ(c).
Define the pseudo MV-algebra ([0, u]; ⊕u,−u ,∼u , 0, u), where g ⊕u h = (g + h) ∧ u,
g−u = u − g, g∼u = −g + u, for g, h ∈ [0, u].

Let x, y ∈ [0, c]. Then (x ∧ λc(y)) + y is defined in [0, c]. We assert that (x ∧
λc(y)) + y = (x ⊕ y) ∧ c. Clearly, (x ∧ λc(y)) + y ≤ x ⊕ y, c = λc(y) + c. Assume
that z ≤ y ≤ x ⊕ y, λc(y) + y. By Proposition 3.2(v), we have z ⊖ y ≤ x, λc(y), that
is, z ⊖ y ≤ x ∧ λc(y) and z ≤ (x ∧ λc(y)) ⊕ y = (x ∧ λc(y)) + y and this proves the
assertion.

Therefore, (x ∧ λc(y)) + y = (x ⊕ y) ∧ c = x ⊕c y.
We have θ(λc(x)) = (θ(x))−u and θ(ρc(x)) = (θ(x))∼u for each x ∈ [0, c]. Then

θ(x ⊕c y) = θ((x ∧ λc(y)) + y) = θ(x ∧ λc(y)) + θ(y) = (θ(x) ∧ θ(λc(y))) + θ(y) =
θ(x) ⊕u θ(y).

Let x, y ∈ [0, c]. Applying θ to ρc(λc(y) ⊕c λc(x)) and to λc(ρc(y) ⊕c ρc(x)), we
see that these elements are the same and they belong to [0, c]. Therefore, if we define
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a binary operation ⊙c on [0, c] by

ρc(λc(y) ⊕c λc(x)) := x ⊙c y =: λc(ρc(y) ⊕c ρc(x)),

then (A1)–(A8) of the definition of pseudo MV-algebras are satisfied. Consequently,
the interval ([0, c]; ⊕c, λc, ρc, 0, c) is a pseudo MV-algebra.

Now, check

x ⊖c y = x ⊙c λc(y) = λc(y ⊕c ρc(x))
= c ⊖ (y ⊕c (x⊙∼c))
= c ⊖ (y ⊕ (x⊙∼c)) use (W9)
= (c ⊖ (x⊙∼c)) ⊖ y = x ⊖ y.

In a similar way, we have x⊙∼cy = x⊙∼y. By Example 3.4, the interval [0, c] can be
converted into a wPEMV-algebra with top element.

We recall that for each c ∈ M , we have

ρc(λc(x) ⊕c λc(y)) = λc(ρc(x) ⊕c ρc(y)), x, y ≤ c, (4.1)

and
x ⊙c y = ρc(λc(y) ⊕c λc(x)) = λc(ρc(y) ⊕c ρc(x)), x, y ≤ c. (4.2)

We note that in every pseudo MV-algebra (A; ⊕,− ,∼ , 0, 1) we have x ≤ y iff
x− ⊕ y = 1, see [28, Prop 1.9(a)]. Therefore, if ≤c is the partial order in the pseudo
MV-algebra ([0, c]; ⊕c, λc, ρc, 0, c) forced from (A7), then for x, y ∈ [0, c], we have
x ≤c y iff x ≤ y. Therefore, the infima and suprema of elements from [0, c] given by
(A7) and (A6), respectively, are the same as original ones in the interval [0, c] or in
M .

In what follows, we define a partial operation + on the whole wPEMV-algebra
M and not only on each [0, c].

We define a partial operation + in M as follows: Given x, y ∈ M , x+y is defined
in M iff (x ⊕ y) ⊖ y = x, and in such a case, we define x + y = x ⊕ y. We note that
for example, in G+, this partial operation coincides with the total operation ⊕. The
basic properties of this partial addition + are gathered in the following lemma.

Lemma 4.4. Let + be the partial operation defined in the last paragraph on the
wPEMV-algebra M . Then for x, y ∈ M , we have

(i) The elements x + 0 and 0 + x are defined in M and x + 0 = x = 0 + x.
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(ii) The element x + y is defined in M if and only if x⊙∼(x ⊕ y) = y, equivalently
if (x ⊕ y) ⊖ y = x.

(iii) If x + y is defined and x1 ≤ x and y1 ≤ y. Then x1 + y1 is also defined in M .

(iv) If x + y exists in M , then x +c y exists in [0, c] for each c ≥ x + y. Moreover,
x + y = x +c y.

Proof. (i) It is trivial.
(ii) Let us put c = x + y. By Lemma 4.1(i),(vii), we conclude x ≤ λc(y) iff

y ≤ ρc(x). Then x+y = x+c y which yields y = x⊙∼(x+c y) = x⊙∼(x+y) = x⊙∼(x⊕y).
In a dual way, we obtain that x⊙∼(x ⊕ y) implies (x ⊕ y) ⊖ x.

(iii) Set c = x + y. Then x, y, x1, y1 ∈ [0, c] and by (iv) and (vii) of Lemma 4.1,
we have x1 +c y1 is defined in [0, c] and x1 = (x1 +c y1) ⊖ y1 = (x1 ⊕ y1) ⊖ y1 which
means that x1 + y1 is defined in M .

(iv) Let c ≥ x + y. Then x = (x ⊕ y) ⊖ y ≤ c ⊖ y, which entails x +c y is defined
in [0, c] and then x + y = x ⊕ y = x +c y.

We note that (v) in the latter Lemma does not hold for c 6≥ x + y, in general.
Indeed, let M = Γ(R, 1) be the MV-algebra of the real interval [0, 1]. Set x = 0.5 and
y = 0.5. Then x + y = 1 is defined in M . Take c = 0.9. Then 0.5 = x 6≤ c ⊖ y = 0.4.
So that x +c y does not exist in [0, c].

Proposition 4.5. The system (M ; ∧, +) is a semiclan.

Proof. We verify conditions (S1)–(S5) of the definition of the partial addition +.
(S1) Let a ≤ b. Put c = b. According to the proof of (S1) in Proposition 4.2, if

we set x = a⊙∼b and y = b ⊖ a, then a +c x = b = y +c a. Applying (vii) of Lemma
4.1, we get that a + x and y + a are defined in M and a + c = b = y + a.

(S2) Let a + x = a + y. If we set c = a + x, then a +c x = a + x = a + y = a +c y.
The proof of (S2) in Proposition 4.2 gives x = y. In the same way we establish the
second cancelation law of +.

(S3) Let a + x and a + y be defined in M . From (iii) of Lemma 4.4, we have
a + (x ∧ y) is defined in M . Take c ≥ (a + x) ∨ (a + y). Then a + x = a +c x,
a + y = a+c, y and the proof of (S3) in Proposition 4.2 entails (a + x) ∧ (a + y) =
(a +c x) ∧ (a +c y) = a +c (x ∧ y) = a + (x ∧ y).

(S4) Let x + y and (x + y) + z be defined in M . Take c = (x + y) + z. Then
x+c y and (x+c y)+c z are defined in [0, c]. Due to the proof of (S4) in Proposition
4.2, y +c z and x +c (y +c z) are defined in [0, c] and (x + y) + z = (x +c y) +c z =
x +c (y +c z) = x + (y + z) so that x + (y + z) is defined in M . In the same way we
can prove the converse.
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(S5) If (x∧y)+z = z, by the cancelation (S2), we have x∧y = 0. Put c = x⊕y.
Then by (S5) of the proof of Proposition 4.5, we have x +c y = x ⊕ y = x ∨ y =
y ⊕ x = y +c x. By Lemma 4.4(ii), we have that x + y and y + x exist in M and
x + y = x ∨ y = y + x.

Summarizing (S1)–(S5), we see that (M ; ∧, +) is a semiclan as stated.

Theorem 4.6. Let M be a wPEMV-algebra. Then there is an ℓ-group G such that
(M ; ∧, +) can be embedded into (G+; ∧, +) preserving all ∧, ∨, +, ⊖ and ⊙∼.

Proof. Proposition 4.5 asserts that (M ; ∧, +) is a semiclan with the least element 0
that is a neutral element for partial addition +. By [5, p. 321], there is an ℓ-group
such that (M ; ∧, +) can be embedded into (G+; ∧, +) preserving finite meets and
finite joins from M . Since it preserves +, we have that it preserves also ⊖ and
⊙∼.

If some identity of wPEMV-algebras containing only ∨, ∧, ⊖, ⊙∼ holds in every
positive cone wPEMV-algebra G+, then due to Theorem 4.6, this identity holds for
each wPEMV-algebra. In Section 8 of [24], we will show that it is enough to verify
the identity for a special ℓ-group Aut(R) defined at the beginning of Section 8 of the
second part, [24]. For example, we can easily to verify that we have x⊖(y⊙∼(y∨x)) =
x ∧ y = ((x ∨ y) ⊖ x)⊙∼y.

Now, we introduce the notions of pseudo effect algebras and of generalized pseudo
effect algebras and we show to their relation with wPEMV-algebras.

According to [15, 16], we say that a pseudo effect algebra (PEA for short) is a
partial algebra E = (E; +, 0, 1), where + is a partial binary operation and 0 and 1
are constants, such that for all a, b, c ∈ E, the following holds

(i) a + b and (a + b) + c exist if and only if b + c and a + (b + c) exist, and in this
case (a + b) + c = a + (b + c);

(ii) there is exactly one d ∈ E and exactly one e ∈ E such that a + d = e + a = 1;

(iii) if a + b exists, there are elements d, e ∈ E such that a + b = d + a = b + e;

(iv) if 1 + a or a + 1 exists, then a = 0.

If we define a ≤ b if and only if there exists an element c ∈ E such that a+c = b,
then ≤ is a partial ordering on E such that 0 ≤ a ≤ 1 for all a ∈ E. It is possible to
show that a ≤ b if and only if b = a + c = d + a for some c, d ∈ E. Then we write
c = a / b and d = b \ a, and due to (ii), c and d are uniquely determined. Then

(b \ a) + a = b = a + (a / b),
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and we write a− = 1 \ a and a∼ = a / 1 for all a ∈ E. Then a− + a = 1 = a + a∼

and a−∼ = a = a∼− for all a ∈ E. If the partial operation is commutative, then E
is an effect algebra in the sense of [25].

A simple corollary of Theorem 4.3 is the following result.

Corollary 4.7. Let M be a wPEMV-algebra and fix an element c ∈ M . Then the
partial algebra ([0, c]; +c, 0, c) is a pseudo effect algebra.

Proof. Since ([0, c]; ⊕c, λc, ρc, 0, c) is a pseudo MV-algebra, the result is a well-known
statement, see e.g. [15, 16].

A more general structure than pseudo effect algebras is the class of generalized
pseudo effect algebras introduced in [17, 18]. A structure (E; +, 0), where + is a
partial binary operation and 0 is a constant, is called a generalized pseudo effect
algebra (or a GPEA for short) if, for all a, b, c ∈ E, the following hold:

(GP1) a + b and (a + b) + c exist if and only if b + c and a + (b + c) exist, and in this
case, (a + b) + c = a + (b + c);

(GP2) if a + b exists, there are elements d, e ∈ E such that a + b = d + a = b + e;

(GP3) if a + b and a + c exist and are equal, then b = c; if b + d and c + d exist and
are equal, then b = c;

(GP4) if a + b exists and a + b = 0, then a = b = 0;

(GP5) a + 0 and 0 + a exist and both are equal to a.

A GPEA E is trivial if E = {0} and it is non-trivial if |E| > 1. For example, if
G+ is the positive cone of some po-group G, then (G+; +, 0) is a GPEA.

In the same way as for pseudo effect algebras, we introduce a binary relation ≤
in a GPEA E: For a, b ∈ E, we define a ≤ b if and only if there is an element c ∈ E
such that a + c = b. Equivalently, there exists an element d ∈ E such that d + a = b.
Then ≤ is a partial order on E (it is the so-called GPEA-order); sometimes we write
x ≤E y to underline that the order is taken in the GPEA E.

If the partial operation + on E is commutative, then a GPEA E is said to be a
generalized effect algebra, GEA for short. A GPEA E is weakly commutative if a + b
exists in E iff b + a is defined in E.

We introduce also two partial binary operations \ and / on a GPEA E in the
same way as for pseudo effect algebras: For any a, b ∈ E, a / b is defined if and only
if b \ a is defined if and only if a ≤ b, and in such a case we have (b \ a) + a = b =
a + (a / b). Then a = (b \ a) / b = b \ (a / b).
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For example, if G is a po-group, then the positive cone G+ with the group
addition + and 0 gives an example of a GPEA.

We recall that a non-empty set I of a PEA E is an ideal (more precisely a PEA-
ideal) of E if (i) if x ∈ E, y ∈ I, and x ≤ y, then x ∈ I, and (ii) if x, y ∈ I and
x + y is defined in E, then x + y ∈ I. An ideal I is (i) normal if x + I = I + x for
each x ∈ E, where x + I = {x + i : i ∈ I, x + i ∈ E} and dually we define I + x; (ii)
maximal if it is a proper subset of E not contained properly in any proper ideal of
E.

Now we introduce two kinds of the Riesz Decomposition Property (RDP for
short), for more details, see [15, 16]. We say that a GPEA E satisfies

(i) RDP if, for all a1, a2, b1, b2 ∈ E such that a1 + a2 = b1 + b2, there are four
elements c11, c12, c21, c22 ∈ E such that a1 = c11 + c12, a2 = c21 + c22, b1 =
c11 + c21 and b2 = c12 + c22; this property will be formally denoted by the
following RDP table:

a1 c11 c12
a2 c21 c22

b1 b2

;

(ii) RDP2 if, for all a1, a2, b1, b2 ∈ E such that a1 + a2 = b1 + b2, there are four
elements c11, c12, c21, c22 ∈ E such that a1 = c11 + c12, a2 = c21 + c22, b1 =
c11 + c21 and b2 = c12 + c22, and c12 ∧ c21 = 0; it can be described by the
so-called RDP2 table which is an RDP table with c12 ∧ c21 = 0. In such the
case, the table is unique. In other words RDP2 is RDP + c12 ∧ c21 = 0.

We note that RDP2 implies RDP but the converse is not guaranteed. It holds,
if E is commutative. Moreover, if a PEA satisfies RDP2, then it is lattice ordered
and equivalent to a pseudo MV-algebra, see [16].

Theorem 4.8. Let M be a wPEMV-algebra. Then the partial algebra (M ; +, 0) is
a GPEA with RDP2, where the order on M induced by ∨ and ∧ coincides with the
GPEA-order.

Moreover, if x, y ∈ M , then

x ⊖ y = x \ (x ∧ y), y⊙∼x = (x ∧ y) / x. (4.3)

Proof. Since (M ; ∧, 0) is a semiclan, see Theorem 4.6, then (GP1), (GP2), (GP3) and
(GP5) hold and since a, b ≤ a+b, (GP4) holds, too. Therefore, (M ; +, 0) is a GPEA.
Let a1 + a2 = b1 + b2. Put c = a1 + a2. Due to Theorem 4.3, ([0, c]; ⊕c, λc, ρc, 0, c)
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is a pseudo MV-algebra and therefore, for it RDP2 holds, see e.g. [14, Prop 5.1],
that is, there are four elements c11, c12, c21, c22 ∈ [0, c] such that a1 = c11 +c c12,
a2 = c21 +c c22, b1 = c11 +c c21, and b2 = c12 +c c22. Lemma 4.4(v) implies that in
the last four equalities we can change +c by +.

Let ≤ be the order generated by the lattice operations ∨ and ∧ defined in the
wPEMV-algebra M . We set x � y iff there is z ∈ M such that x + z = y. Take
an element a ∈ M such that x ⊕ y ⊕ z ≤ a. Then x + z = x ⊕ z = y which means
also x ≤ y. Now let x ≤ y, then y = x ∨ y = x ⊕ (ρa(x) ⊙ y) = x + (ρa(x) ⊙ y),
i.e. x � y and �=≤. Equalities in (4.3) follow from easy calculations in the pseudo
MV-algebra ([0, a]; ⊕, λa, ρa, 0, a).

In the rest of the chapter, we show a close relationship of wPEMV-algebras with
integral GMV-algebras, a special class of residuated lattices.

We recall that due to [2, 4, 27], a residuated lattice is an algebra (L; ∧, ∨, ·, \, /, e)
such that (L; ∧, ∨) is a lattice, (L; ·, e) is a monoid, and for all x, y, z ∈ L,

x · y ≤ z ⇔ x ≤ z/y ⇔ y ≤ x\z.

If no confusion, we write also xy = x ·y. For example, if G is an ℓ-group written in a
multiplicative way with unit e, then (G; ∧, ∨, ·,−1 , \, /, e) is a residuated lattice with
x/y = xy−1 and x\y = x−1y. Similarly, the negative cone (G−; ∧, ∨, ·,−1 , \, /, e)
with x/y = (xy−1) ∧ e and x\y = (x−1y) ∧ e is also a residuated lattice. Residuated
lattices form a finitely based equational class of algebras.

A residuated lattice L is (i) integral if x ≤ e for each x ∈ L, (ii) a generalized
MV-algebra (GMV-algebra, for short) if it satisfies the identities

x/((x ∨ y)\x) = x ∨ y = (x/(x ∨ y))\x,

and (iii) bounded if it is integral and there is an element a ∈ L such that a ≤ x for
each x ∈ L.

Proposition 4.9. Every wPEMV-algebra is equivalent to an integral GMV-algebra.

Proof. Let (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) be a wPEMV-algebra. Let ≤ be the partial order
defined on M . On M , we define the reverse order � to the order ≤ by x � y iff
y ≤ x, and we determine the following binary operations: x · y = x ⊕ y, x/y = x ⊖ y,
x\y = x⊙∼y, x ⊓ y = x ∨ y, and x ⊔ y = x ∧ y. Then an easy calculation shows that
(M ; ⊓, ⊔, ·, \, /, 0) is an integral GMV-algebra.

Conversely, let (M ; ⊓, ⊔, ·, \, /, 0) be an integral GMV-algebra with the partial
order �.
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On the set M , we define x⊕y = x ·y, x⊖y = x/y, x⊙∼y = x\y, x∨y = x⊓y and
x ∧ y = x ⊔ y. Let ≤ be the reverse order to the order � determined by ⊓ and ⊔. In
what follows, we show that (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is a wPEMV-algebra. We exhibit
conditions (W1)–(W10) of the definition of wPEMV-algebras, see 3.1.

(W1) By [27, Lem 2.9], (M ; ∧, ∨) is a distributive lattice.
(W2) By definition, (M ; ·, 0) is a monoid.
(W3) From [4, Lem 3.2(5)], it follows that (y ⊕ x) ⊖ x = (y · x)/x � y · (x/x) =

y · 0 = y (by [27, Lem 2.7(ii)]).
(W4) By [27, Lem 2.11(i)], (y ⊖x)⊕x = (y/x) ·x is the the greatest lower bound

of x and y in the integral GMV-algebra M . So, (y ⊖ x) ⊕ x = x ∨ y in the poset
(M ; ≤).

(W5) By [4, Lem 3.2(3)], x ⊖ (x ∧ y) = x/(x ∨ y) = (x/x) ∧ (x/y) = 0 ∧ (x/y) =
x/y = x ⊖ y.

(W6) y ⊖ (x⊙∼y) = y/(x\y) is the least upper bound for x and y in the integral
GMV-algebra M . So, y ⊖ (x⊙∼y) is x ∧ y in the poset (M ; ≤).

(W7) By [27, Lem 2.13(iii)], z ⊖ (x ∨ y) = z/(x ∧ y) = (z/x) ∨ (z/y). So,
z ⊖ (x ∨ y) = (z ⊖ x) ∧ (z ⊖ y).

(W8) It is similar to (W7), and it follows from [27, Lem 2.13(iii)].
(W9) By [4, Lem 3.2(10)], x ⊖ (y ⊕ z) = x/(y · z) = (x/z)/y = (x ⊖ z) ⊖ y.
(W10) It simply follows from [4, Lemma 3.2(1.a)].

From this proposition and [27, Thm B], we conclude that every wPEMV-algebra
can be embedded into a negative cone G− of some ℓ-group G, see also Theorem
4.6. In general, due to Proposition 4.9, our results can reformulated in the language
of integral GMV-algebras. Therefore, every bounded integral GMV-algebra is in
fact a pseudo MV-algebra, compare with [27, p. 277]. The main difference between
wPEMV-algebras and integral GMV-algebras is that the first ones live in the positive
cone and the second ones do in the negative cone of some ℓ-groups.

5 Congruences, Ideals and Representing wPEMV-
algebras

We continue in presenting basic properties of wPEMV-algebras and we introduce
representing wPEMV-algebras corresponding to wPEMV-algebras where top ele-
ment is not assumed a priori.

As a direct corollary of Theorem 4.3 we present the following result.
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Corollary 5.1. If (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is a wPEMV-algebra with top element 1,
then the algebra (M ; ⊕,− ,∼ , 0, 1) is a pseudo MV-algebra, where x− = 1 ⊖ x and
x∼ = x⊙∼1, for all x ∈ M .

Proposition 5.2. For every a ∈ M , we have

(x ⊕ y) ∧ a = (x ∧ a) ⊕a (y ∧ a), x, y ∈ M.

Proof. Let x, y, a ∈ M . Choose b ∈ M such that x ⊕ y ⊕ a ≤ b. Due to Theorem
4.3, ([0, b]; ⊕, λb , ρb, 0, b) is a pseudo MV-algebra. By [28, Prop 1.17], (x ⊕b y) ∧ a ≤
(x∧a)⊕b(y∧a), which implies that (x⊕y)∧a = (x⊕by)∧a ≤ (x∧a)⊕b(y∧a) and so
(x⊕y)∧a ≤ ((x∧a)⊕b (y ∧a))∧a = (x∧a)⊕a (y ∧a). On the other hand, x∧a ≤ x
and y∧a ≤ y and so by Proposition 3.2(i), (x∧a)⊕a(y∧a) ≤ (x∧a)⊕(y∧a) ≤ x⊕y.
It follows that (x∧a)⊕a(y∧a) ≤ (x⊕y)∧a. That is, (x∧a)⊕a(y∧a) = (x⊕y)∧a.

For wPEMV-algebras, we define λa(x) = a⊖x and ρa(x) = x⊙∼a, for x ≤ a. Now,
we present a useful proposition concerning functions λa and ρa if a is an idempotent.

Proposition 5.3. Let (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) be a wPEMV-algebra, a, b ∈ I(M) such
that a ≤ b. Then, for each x ∈ [0, a], we have:

(i) λb(a) = ρb(a) is an idempotent.

(ii) λa(x) = λb(x) ∧ a and ρa(x) = ρb(x) ∧ a.

(iii) λb(x) = λa(x)⊕λb(a) = λb(a)⊕λa(x) and ρb(x) = ρa(x)⊕ρb(a) = ρb(a)⊕ρa(x).

(iv) ρa(λa(x)) = x = λa(ρa(x)).

(v) λa(x) ≤ λb(x) and ρa(x) ≤ ρb(x).

(vi) Let a, b be arbitrary elements of M such that a ≤ b. For x ≤ a, we have
λb(x) = λb(a) ⊕ λa(x) and ρb(x) = ρa(x) ⊕ ρb(a).

(vii) Let a, b be arbitrary elements of M such that a ≤ b. For x ≤ a, we have
λb(x) ∧ a = (λb(a) ∧ a) ⊕a λa(x) and ρb(x) ∧ a = ρa(x) ⊕a (ρb(a) ∧ a).

Proof. According to Theorem 4.3, ([0, a]; ⊕a, λa, ρa, 0, a) is a pseudo MV-algebra and
x ⊕a y = x ⊕ y for all x, y ∈ [0, a]. The same is true for ([0, b]; ⊕b, λb, ρb, 0, b).

(i) By Proposition 3.2(xiii) and [28, Prop 4.3(1)], the elements λb(a) and ρb(a)
are Boolean elements and they coincide.

(ii) We use the both-side distributivity of ⊕ with respect to join and meet in
pseudo MV-algebras, see [28, Prop 1.15, 1.21]: From λb(x) ∧ a ∈ [0, a] ⊆ [0, b] and

2387



Dvurečenskij and Zahiri

(λb(x) ∧ a) ⊕ x = (λb(x) ⊕ x) ∧ (a ⊕ x) = b ∧ (a ∨ x) = a, we have λa(x) ≤ λb(x) ∧ a.
Whence, b = λb(a) ⊕ a = (λb(a) ⊕ λa(x)) ⊕ x yielding λb(a) ⊕ λa(x) ≥ λb(x).
Therefore, (λb(a) ⊕ λa(x)) ∧ a ≥ λb(x) ∧ a. Since λb(a) is a Boolean element of M ,
we have λb(x) ∧ a ≤ (λb(a) ⊕ λa(x)) ∧ a = (λb(a) ∨ λa(x)) ∧ a = λa(x) ∧ a = λa(x).
Finally, we get λa(x) = λb(x) ∧ a.

In a dual way we establish ρa(x) = ρb(x) ∧ a.
To prove (iii)–(v), we follow ideas from [19, Prop 3.2].
(vi) Since (b ⊖ a) ⊕ (a ⊖ x) ≤ (b ⊖ a) ⊕ a = b, see (W4), we have due to Theorem

4.3:
ρb(λb(a) ⊕ λa(x)) = ρb(λb(a) ⊕b λa(x)) =

ρb(λa(x)) ⊙b a = λa(x)⊙∼ba = λa(x)⊙∼a = (a ⊖ x)⊙∼a = x,

see Proposition 3.2(ii), which establishes the first equality. The second one can be
proved analogously.

(vii) It follows from (vi) and Proposition 5.2.

Let (M1; ∨, ∧, ⊕, ⊖, ⊙∼, 0) and (M2; ∨, ∧, ⊕, ⊖, ⊙∼, 0) be two wPEMV-algebras.
We know that a map f : M1 → M2 is a homomorphism if f preserves all oper-
ations ∨, ∧, ⊕, ⊖, ⊙∼ and 0. That is, f(x ∗ y) = f(x) ∗ f(y) for all x, y ∈ M1 and
all ∗ ∈ {∨, ∧, ⊕, ⊖, ⊙∼} and f(0) = 0. A one-to-one homomorphism f : M1 → M2 is
called an embedding. If there is an embedding from M1 to M2, then we say that M1
can be embedded in M2.

A non-empty set I of a wPEMV-algebra (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is called an ideal if
I is closed under ⊕ and for each x, y ∈ M , x ≤ y ∈ I implies x ∈ I. Since x ⊖ y ≤ x
and x⊙∼y ≤ y (see Proposition 3.2(xi)), then clearly each ideal I is closed under ⊙∼,
⊖ and ⊙, too.

If A is a subset of M , then the ideal I0(A) generated by A is the set I0(A) = {x ∈
M | x ≤ a1 ⊕· · · ⊕an, a1, . . . , an ∈ A} if A is non-empty, otherwise, I0(A) = {0}. In
particular, if A = {a}, we write simply I0(a) := I0({a}). We note that the following
property

x ∧ (y1 ⊕ y2) ≤ (x ∧ y1) ⊕ (x ∧ y2) (5.1)

holds in every pseudo MV-algebra, [28, Prop 1.17], so that it holds also in every
wPEMV-algebra in view of Theorem 4.3. Therefore, it is possible to show that the
system of all ideals of M is a distributive lattice. Moreover, if x, y ∈ M , then by
(5.1), we have

I0(x) ∧ I0(y) = I0(x ∧ y).

We recall that an ideal I of a wPEMV-algebra M is prime if, for each x, y ∈ M ,
x ∧ y ∈ I implies that x ∈ I or y ∈ I.
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Lemma 5.4. Let I be an ideal of a wPEMV-algebra M . The following statements
are equivalent:

(i) I is prime.

(ii) If x, y ∈ M \ I, then x ∧ y > 0.

(iii) If x ∧ y = 0, then x ∈ I or y ∈ I.

(iv) For all x, y ∈ M , x ⊖ y ∈ I or y ⊖ x ∈ I.

(v) For all x, y ∈ M , x⊙∼y ∈ M or y⊙∼x ∈ I.

(vi) If A and B are ideals of M such that I ⊆ A ∩ B, then A ⊆ B or B ⊆ A.

(vii) If A and B are ideals of M such that I  A and I  B, then I  A ∩ B.

As a corollary, if I is prime and A is an ideal of M such that I ⊆ A, then A is
prime as well.

Proof. (i) ⇒ (ii). Assume the converse, i.e. x ∧ y = 0 for some x, y ∈ M \ I. Since
x ∧ y ∈ I, we have x ∈ I or y ∈ I, a contradiction.

(ii) ⇒ (i). Assume x ∧ y ∈ I. Due to Proposition 3.2(xii), we have (x ⊖ y) ∧ (y ⊖
x) = 0, so that x ⊖ y ∈ I or y ⊖ x ∈ I (otherwise x ⊖ y, y ⊖ x /∈ I, a contradiction
with (x ⊖ y) ∧ (y ⊖ x) = 0). Suppose x ⊖ y ∈ I. Then x = (x ⊖ y) ⊕ (x ∧ y) ∈ I;
analogously in the second case. Whence, I is prime.

The implication (i) ⇒ (iii) is trivial as well as the implication (iii) ⇒ (ii).
(i) ⇔ (iv), (v). They follow from Proposition 3.2(xii).
(i) ⇒ (vi). Let I ⊆ A, B. If A and B are not comparable, there are x ∈ A \ B

and y ∈ B \A. Since (x⊖y)∧(y⊖x) = 0, then by (i) and (iv), x⊖y ∈ I or y⊖x ∈ I.
Assume, say, x ⊖ y ∈ I. Due to (W4), we have (x ⊖ y) ⊕ y = x ∨ y = (y ⊖ x) ⊕ x
which implies x ∨ y ∈ B, a contradiction because x /∈ B.

(vi) ⇒ (i). Let x ∧ y ∈ I. Then I ⊆ (I ∨ I0(x)), (I ∨ I0(y)). We can assume
that I ∨ I0(x) ⊆ I ∨ I0(y). Then (I ∨ I0(x)) ∧ (I ∨ I0(y)) = I ∨ (I0(x) ∧ I0(y)) =
I ∨ I0(x ∧ y) = I which implies x ∈ I.

(i) ⇒ (vii). Assume the converse, i.e. I = A ∩ B. Property (vi) shows that
A ⊆ B or B ⊆ A which yields I = A ∩ B = A or I = A ∩ B = B, a contradiction.

(vii) ⇒ (i). Let x ∧ y ∈ I and let x, y /∈ I. Then I  I ∨ I0(x) and I  I ∨ I0(y),
so that I  (I ∨ I0(x)) ∩ (I ∨ I0(y)) = I ∨ I0(x ∧ y) which entails x ∧ y /∈ I, a
contradiction.

The last corollary follows from (iii).
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We note that in Corollary 6.9, it will be shown that the set of normal ideals of a
wPEMV-algebra is a distributive lattice with respect to the set-theoretical inclusion.

Lemma 5.5. Let (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) be a wPEMV-algebra. Then, for each x, y, z ∈
M , we have

(i) x ⊖ z ≤ (x ⊖ y) ⊕ (y ⊖ z).

(ii) x⊙∼z ≤ (x⊙∼y) ⊕ (y⊙∼z).

(iii) (x ∨ y) ⊖ y = x ⊖ y and y⊙∼(x ∨ y) = y⊙∼x.

Proof. (i) Let x, y, z ∈ M . By (W9), (x⊖z)⊖(y⊖z) = x⊖((y⊖z)⊕z) = x⊖(y∨z) ≤
x ⊖ y. Proposition 3.2(v) implies that x ⊖ z ≤ (x ⊖ y) ⊕ (y ⊖ z).

(ii) It is similar to (i).
(iii) Let x, y ∈ M . By (W4) and (W3), (x∨y)⊖y = ((x⊖y)⊕y)⊖y ≤ x⊖y. On

the other hand, by Proposition 3.2(iv), (x∨y)⊖y ≥ x⊖y. Hence (x∨y)⊖y = x⊖y.
In a similar way, we can prove the second equality.

An ideal I of a wPEMV-algebra (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is normal if, for each x, y ∈
M , y ⊖ x ∈ I if and only if x⊙∼y ∈ I. Equivalently, x ⊕ I = I ⊕ x for each
x ∈ M . Indeed, I be normal and let x ⊖ y ∈ I. Then there is z ∈ I such that
x ∨ y = (x ⊖ y) ⊕ y = y ⊕ z which gives y⊙∼x = y⊙∼(x ∨ y) = y⊙∼(y ⊕ z) ≤ z, so
that y⊙∼x ∈ I. Conversely, let x ∈ M and y ∈ I. Then x⊙∼(x ⊕ y) ≤ y ∈ I, so that
y1 := (x ⊕ y) ⊖ x ∈ I. Therefore, x ⊕ y = y1 ⊕ x.

Let I be a normal ideal of M . Then the relation ΘI defined by

ΘI := {(x, y) ∈ M × M | x ⊖ y, x⊙∼y ∈ I} (5.2)

is an equivalence relation on the wPEMV-algebra (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0). Clearly,
ΘI is reflexive. Since I is normal, we can easily see that ΘI is symmetric. Let
(x, y), (y, z) ∈ ΘI . Then x ⊖ y, x⊙∼y ∈ I and so y⊙∼x, y ⊖ x ∈ I, too. Similarly,
y ⊖ z, y⊙∼z ∈ I and z⊙∼y, z ⊖ y ∈ I. From Lemma 5.5 we get that x ⊖ z ≤ (x ⊖ y) ⊕
(y ⊖ z) ∈ I and x⊙∼z ≤ (x⊙∼y) ⊕ (y⊙∼z) ∈ I. Consequently, ΘI is transitive.

For example, let x ∈ M . If (x, 0) ∈ ΘI , then x = x ⊖ 0 ∈ I. Conversely, if x ∈ I,
then x ⊖ 0 = x ∈ I (by Proposition 3.2(viii)) and x⊙∼0 = 0 ∈ I (by Proposition
3.2(ix)). Hence

(x, 0) ∈ ΘI ⇔ x ∈ I. (5.3)

Proposition 5.6. Let I be a normal ideal of a wPEMV-algebra (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0).
Then ΘI is a congruence relation on M .
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Conversely, if Θ is a congruence of M , then IΘ := {x ∈ M | (x, 0) ∈ Θ} is
a normal ideal of M such that Θ = ΘIΘ. There is a one-to-one correspondence
between normal ideals and congruences given by Θ ↔ IΘ and I ↔ IΘI

. Moreover,
ΘI ⊆ ΘJ if and only if I ⊆ J .

Proof. Since ΘI is an equivalence relation, it suffices to show that, for all (x, y) ∈ ΘI

and all a ∈ M , we have (a ∗ x, a ∗ y), (x ∗ a, y ∗ a) ∈ ΘI for all ∗ ∈ {∨, ∧, ⊕, ⊙∼, ⊖}.
Let (x, y) ∈ ΘI and a ∈ M . Then x ⊖ y, x⊙∼y ∈ I and so y⊙∼x, y ⊖ x ∈ I, since I is
normal.

(1) By (W9) and Proposition 3.2(v), (x⊕a)⊖(y⊕a) = ((x⊕a)⊖a)⊖y ≤ x⊖y ∈ I.
Similarly, (y⊕a)⊖(x⊕a) ≤ y⊖x ∈ I. Since I is normal, we get that (x⊖a, y⊖a) ∈ ΘI .
Also, (a⊕x)⊙∼(a⊕y) = x⊙∼(a⊙∼(a⊕y)) ≤ x⊙∼y ∈ I, by (W9) and Proposition 3.2(v).
Thus, (a ⊕ x)⊙∼(a ⊕ y), (a ⊕ y)⊙∼(a ⊕ x) ∈ I. Now, from normality of I we get that
(a ⊕ x) ⊖ (a ⊕ y), (a ⊕ y) ⊖ (a ⊕ x) ∈ I. Therefore, (a ⊕ x, a ⊕ y) ∈ ΘI .

(2) By (W4) and Proposition 3.2(v), (x ⊖ a) ⊖ (y ⊖ a) = x ⊖ ((y ⊖ a) ⊕ a) =
x ⊖ (y ∨ a) ≤ x ⊖ y ∈ I. Analogously, (y ⊖ a) ⊖ (x ⊖ a) ∈ I. Now, since I is normal,
we get (x ⊖ a)⊙∼(y ⊖ a) ∈ I which implies that (x ⊖ a, y ⊖ a) ∈ ΘI . Also, by (W4)
and Proposition 3.2(v), (a⊙∼x)⊙∼(a⊙∼y) = (a ⊕ (a⊙∼x))⊙∼y = (a ∨ x)⊙∼y ≤ x⊙∼y ∈ I.
Similarly, (a⊙∼y)⊙∼(a⊙∼x) ≤ y⊙∼x ∈ I and so (a⊙∼x) ⊖ (a⊙∼y) ∈ I (since I is normal).
Therefore, (a⊙∼x, a⊙∼y) ∈ ΘI .

(3) From (W4) and (W6) we can simply deduce that (a∨x, a∨y), (a∧x, a∧y) ∈
ΘI .

From (1), (2) and (3) it follows that ΘI is a congruence relation on M .
If now Θ is a congruence on M , then it is easy to see that IΘ = {x ∈ M | (x, 0) ∈

Θ} is a normal ideal and Θ = ΘIΘ.
Finally, the equivalence ΘI ⊆ ΘJ iff I ⊆ J for normal ideals I and J is now

evident.

Corollary 5.7. If I is a normal ideal of a wPEMV-algebra (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0),
then for each x ∈ M , the equivalence class of ΘI containing x is denoted by x/ΘI

or simply x/I. Also, M/I will denote the set {x/I | x ∈ M}. Since I is a normal
ideal, by Proposition 5.6, ΘI is a congruence relation and so M/I with the following
binary operations and the nullary operation 0/I is a wPEMV-algebra.

x/I ∗ y/I = (x ∗ y)/I, ∀∗ ∈ {∨, ∧, ⊕, ⊙∼, ⊖}. (5.4)

Proof. It is straightforward by Proposition 5.6.

A wPEMV-algebra (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is said to be (i) strict if for each x ∈ M ,
x⊕x = x implies that x = 0, and (ii) cancellative if a⊕b1 = a⊕b2 and a1 ⊕b = a2 ⊕b
iff b1 = b1 and a1 = a2.
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Theorem 5.8. (1) A linearly ordered wPEMV-algebra (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is strict
or it has a top element.

(2) Let (M ; ∨, ∧, ⊕, ⊖, 0) be a cancellative wPEMV-algebra. Then it is isomor-
phic to the wPEMV-algebra of a positive cone of some ℓ-group (G; +, 0).

(3) A linearly ordered wPEMV-algebra (M ; ∨, ∧, ⊕, ⊖, 0) is strict if and only if
M is cancellative.

Proof. (1) Suppose that M is not strict. Then there exists a ∈ M \ {0} such that
a ⊕ a = a. By Theorem 4.3, we know that ([0, a]; ⊕a, λa, ρa, 0, a) is a pseudo MV-
algebra and ([0, a]; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is a wPEMV-algebra with top element. Clearly,
x⊕a y = x⊕y for each x, y ∈ [0, a] (since a is idempotent). We claim that M = [0, a].
Let x be an arbitrary element of M . Set b = x ⊕ a ⊕ x. Then a ≤ b. Consider the
pseudo MV-algebra ([0, b]; ⊕b, λb, ρb, 0, b) which is a chain. In this linearly ordered
pseudo MV-algebra we have a ⊕b a = (a ⊕ a) ∧ b = a ∧ b = a and b ⊕b b = b, that is
a and b are Boolean elements in the pseudo MV-algebra [0, b] such that 0 < a ≤ b.
We assert a = b. If not then λb(a) = ρb(a) < b are also Boolean elements in the
pseudo MV-algebra [0, b]. There are two cases: (i) a ≤ λb(a) or (ii) λb(a) < a. In
the first case, Proposition 3.2(xiii) implies b = λb(a) ⊕a a = λb(a) ∨ a = λb(a) < b
and in the second case, b = λb(a) ⊕a a = λb(a) ∨ a = a < b, both are contradictions.
So that a = b, and in particular x ≤ a. Therefore, M = [0, a].

(2) Let M be a cancellative wPEMV-algebra. Due to Proposition 3.2(i), M is
both right and left naturally ordered. Applying the Nakada theorem, [26, Prop
X.1], there is an ℓ-group G (not necessarily Abelian) such that M is isomorphic to
(G+; ∨, ∧, ⊕, ⊖, ⊙∼, 0), see Example 3.3.

(3) Let (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) be a linearly ordered strict wPEMV-algebra and
x, y, z ∈ M be such that x ⊕ z = y ⊕ z. If z = 0, then trivially x = y. Assume thus
z > 0. Take b ∈ M such that 2.(x ⊕ z ⊕ y ⊕ z) ≤ b. Consider the pseudo MV-algebra
([0, b]; ⊕, λb , ρb, 0, b) (by Theorem 4.3). From [14, Thm 3.6] it follows that there exists
a unital linearly ordered group (G, u) such that Γ(G, u) and [0, b] are isomorphic
pseudo MV-algebras. Without loss of generality we can suppose that [0, b] = Γ(G, u)
and so u = b. In the pseudo MV-algebra [0, b], we have x ⊕b z = (x ⊕ z) ∧ b. By
the assumptions, x ⊕ z � b (otherwise x ⊕ z = b is an idempotent and the strictness
of M yields x ⊕ z = 0 and x = 0 = z, an absurd), so that x ⊕b z = x ⊕ z. On
the other hand, in the pseudo MV-algebra Γ(G, u) we have x ⊕b z = (x + z) ∧ b,
where + is the group addition the group G. Hence, x + z � b (otherwise, since G
is linearly ordered, b ≤ x + z means that x ⊕b z = (x + z) ∧ b = b, which is absurd)
and so x ⊕ z = x ⊕b z = x + z. A similar argument shows that y ⊕ z = y + z. Now,
x + z = y + z and hence x = y. In a similar way, we can show that z ⊕ x = z ⊕ y
implies that x = y. Therefore, (M ; ∨, ∧, ⊕, ⊖, 0) is cancellative.
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Conversely, let M be cancellative and let x ⊕ x = x. Then x ⊕ 0 = x ⊕ x, so that
x = 0, and M is strict.

Using the language of integral GMV-algebras, (2) was established in [2].
We note that a linearly ordered wPEMV-algebra M 6= {0} cannot be simultane-

ously strict and with top element. Moreover, every cancellative wPEMV-algebra is
strict.

Proposition 5.9. Let (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0) be a wPEMV-algebra and I1 :=↓ I(M).
We assert I1 is a normal ideal of M and M/I1 is a strict wPEMV-algebra. Similarly,
I2 = {x ∈ M | x ∧ a = 0, ∀a ∈ I(M)} is an ideal and a strict subalgebra of M .

Proof. First, we show that I1 is a normal ideal of M . Indeed, (i) clearly I1 is an
ideal of M . (ii) If x, y ∈ M such that x ⊖ y ≤ a ∈ I(M), then by Proposition 3.2(v),
x ≤ a ⊕ y = y ⊕ a and similarly, y⊙∼x ≤ a. That is, M1 is normal.

Consider the wPEMV-algebra M/I1. We claim that it is strict. Let x ∈ M be
such that x/I1 is an idempotent element of M/I1. Then x/I1 ⊕ x/I1 = x/I1 and so
(x ⊕ x) ⊖ x ≤ a for some a ∈ I(M). From Proposition 3.2(v) and (iv) it follows that
x ⊕ x ≤ a ⊕ x = x ⊕ a and so, we have x ⊕ a ≤ (x ⊕ a) ⊕ (x ⊕ a) = (x ⊕ x) ⊕ a ≤
(x ⊕ a) ⊕ a = x ⊕ a, that is x ⊕ a ∈ I(M) which implies that x ∈ I1. Hence,
x/I1 = 0/I1 and consequently M/I1 is strict.

According to Theorem 5.8(3), every strict linearly ordered wPEMV-algebra is
cancellative.

Question 5.10. Is every strict representable wPEMV-algebra cancellative? (For
definition of a representable wPEMV-algebra see the beginning of Section 6.)

An ideal I of a wPEMV-algebra (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0), I 6= M , is said to be
maximal if, for each ideal J of M , I ⊆ J ⊆ M implies that I = J or J = M .
It is worthy of recalling that due to [21, Thm 4.16], every pseudo EMV-algebra
admits at least one maximal ideal (not necessarily normal). This is not true for
each wPEMV-algebra: Indeed, the wPEMV-algebra of the positive cone R+ has no
maximal ideal.

Remark 5.11. If M = (G+; ∨, ∧, ⊕, ⊖, ⊙∼, 0) is a wPEMV-algebra of a positive
cone, for the unital ℓ-group (Z−→× G, (1, 0)), we define a wPEMV-algebra N =
Γa(Z−→× G, (1, 0)). Then the set {0} × G+ is a unique maximal and normal ideal
of the wPEMV-algebra (N ; ∨, ∧, ⊕, ⊖, ⊙∼, (0, 0)) whose top element is (1, 0). More-
over, every element of N either belongs to M or is a difference (1, 0) ⊖ x = x⊙∼(1, 0)
for some x ∈ M . We note that M is strict whereas N not.
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Lemma 5.12. Let I be a normal ideal of a wPEMV-algebra (M ; ∨, ∧, ⊕, ⊖, ⊙∼, 0).
Then I is prime if and only if M/I is a linearly ordered wPEMV-algebra.

Proof. Suppose that I is prime and let x, y ∈ M . By Proposition 3.2(xii), x ⊖ y ∈ I
or y ⊖ x ∈ I. From (5.3) it follows that x/I ⊖ y/I = (x ⊖ y)/I = 0/I or y/I ⊖ x/I =
(y ⊖ x)/I = 0/I which means x/I ≤ y/I or y/I ≤ x/I (by Proposition 3.2(ix)).
That is, M/I is a chain.

Conversely, let M/I be a linearly ordered wPEMV-algebra, and let x ∧ y ∈ I.
Then (x ∧ y)/I = 0/I and x/I ≤ y/I or y/I ≤ x/I, so that x/I = 0/I or y/I = 0/I.
By (5.3), we have x ∈ I or y ∈ I.

We recall that if a wPEMV-algebra M possesses a top element, then λ1(x) :=
1 ⊖ x is said to be a left complement of x and the element ρ1(x) := x⊙∼1 is said to
be a right complement of x. For simplicity, we write also x− = 1 ⊖ x and x∼ = x⊙∼1.
We remind that given a ∈ M , we set λa(x) = a ⊖ x and ρa(x) = x⊙∼a.

Lemma 5.13. (1) Let M be a wPEMV-algebra without top element and let M be
a subalgebra of a wPEMV-algebra N with top element. Take x ∈ M and a ∈ I(M)
such that x ≤ a. Then λ2

a(x) = λ2
1(x) ∈ M and ρ2

a(x) = ρ2
1(x) ∈ M .

(2) If M is a cancellative wPEMV-algebra without top element which is a subset
of a cancellative wPEMV-algebra N with top element then, for each x ∈ M , we have
λ2

1(x), ρ2
1(x) ∈ M .

Proof. (1) First we note that since N is an associated wPEMV-algebra with top
element, it is equivalent to a pseudo MV-algebra. Therefore, for each idempotent
b ∈ N and z ∈ N , we have b ⊙ y = b ∧ y, see [28, Prop 4.3].

Let x ∈ M and a ∈ I(M) be an idempotent such that x ≤ a. By Proposition
5.3(iii), we have λ1(x) = λa(x)⊕λ1(a), so that we have λ2

1(x) = λ1(λa(x)⊕λ1(a)) =
a⊙λ1(λa(x)) = a⊙(λ2

a(x)⊕λ1(a)) = a∧(λ2
a(x)∨λ1(a)) = (a∧λ2

a(x))∨(a⊙λ1(a)) =
a ∧ λ2

a(x) = λ2
a(x) ∈ M . In the same way, we establish ρ2

1(x) = ρ2
a(x) ∈ M .

(2) According to Example 3.5, we can assume that M is a wPEMV-algebra of
a positive cone G+ of some ℓ-group G. Take N = Γa(Z−→× G, (1, 0)). Then for each
x = (0, g), where g ∈ G+, we have λ2

1(x) = x = ρ2
1(x) ∈ M .

Now, we present a similar representation result as the Basic Representation The-
orem 2.2 for pseudo EMV-algebras.

Theorem 5.14. Suppose a wPEMV-algebra M can be embedded into a wPEMV-
algebra N0 with top element. Then M either has a top element and so it is an
associated wPEMV-algebra or it can be embedded into an associated wPEMV-algebra
N with top element as a maximal and normal ideal of N . Moreover, every element
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of N is either the image of x ∈ M or is a right complement of the image of some
element x ∈ M .

Proof. If M has a top element, the statement is trivial. Assume that the wPEMV-
algebra M has no top element. We can assume that M ⊂ N0 so that M is a proper
wPEMV-subalgebra of N0. We denote by ⊖ and ⊕ also the binary operations of
N0. Denote by M∼ = {x⊙∼1 | x ∈ M}. We assert that M ∩ M∼ = ∅. Indeed, if
x⊙∼1 = y for some x, y ∈ M , then 1 = x ⊕ (x⊙∼1) = x ⊕ y which says 1 = x ⊕ y ∈ M ,
a contradiction.

Set N = M ∪ M∼. We show that N is an associated wPEMV-subalgebra of N0
which satisfies the conditions of our theorem.

Now, we define a binary operation ⊙ on N0 as x ⊙ y := 1 ⊖ ((y⊙∼1) ⊕ (x⊙∼1)) =
((1 ⊖ y) ⊕ (1 ⊖ x))⊙∼1, x, y ∈ N0 (see (4.1)).

Claim. M is a proper ideal of N . Moreover, if x, y ∈ M , then x ⊙ y ∈ M , x ⊖ y =
x ⊙ (1 ⊖ y) ∈ M , x⊙∼y = (x⊙∼1) ⊙ y ∈ M , and λ2

1(x), ρ2
1(x) ∈ M .

First, we prove that M is an ideal of N . Since M is a wPEMV-algebra without
top element, M is a proper subset of N . Clearly, M is closed under ⊕. Now, let
y ∈ N be such that y ≤ x for x ∈ M . Then y cannot be from N \ M , otherwise,
y = y0⊙∼1 for some y0 ∈ M , and y0⊙∼1 ≤ x yielding 1 ≤ y0 ⊕ x which entails
y0 ⊕ x0 = 1 ∈ M , a contradiction. Whence y ∈ M .

Let x, y ∈ M . Since x ⊙ y ≤ x, y, we conclude that x ⊙ y ∈ M . Using Theorem
4.3, we have x ⊖ y, x⊙∼y ∈ M . Now, we show that ρ2

1(x) ∈ M for each x ∈ M . Let
y = x∼∼ for some y ∈ N . Then x∼ = y−. If y ∈ N \ N , then y = y0⊙∼1, so that
x∼ = y∼−

0 = y0 ∈ M , a contradiction. Similarly, we have λ2
1(x) ∈ M , which finishes

the proof of the claim.
Clearly N contains M and 1. Let x, y ∈ N . We have three cases. Case (i):

x = x0, y = y0 ∈ M . Then x ∨ y, x ∧ y, x ⊕ y ∈ M . Due to Theorem 4.3, we have
x ⊖ y = x ⊖1 y and x⊙∼y = x⊙∼1y so that x ⊖ y, x⊙∼y ∈ M ⊂ N .

Case (ii): x = x0⊙∼1, y = y0⊙∼1 for some x0, y0 ∈ M . Then by (W7) and Theorem
3.2(vii), x ∨ y = (x0⊙∼1) ∨ (y0⊙∼1) = (x0 ∧ y0)⊙∼1 ∈ N , x ∧ y = (x0 ∨ y0)⊙∼1 ∈ N and
x ⊕ y = (x0⊙∼1) ⊕ (y0⊙∼1) = (y0 ⊙ x0)⊙∼1 ∈ N (using Claim). Due to Claim, we have
(x0⊙∼1)⊙∼(y0⊙∼1) = ρ2

1(x0)⊙(y0⊙∼1) ≤ ρ2
1(x0) ∈ M . Analogously, (x0⊙∼1)⊖(y0⊙∼1) =

(x0⊙∼1) ⊙ y0 = x0⊙∼y0 ∈ M .
Case (iii): We note that N0 can be viewed also as a pseudo EMV-algebra with

top element. In view of [21, Prop 3.4], we have for all x, y ∈ N0, x⊖y = x⊙(1⊖y) =
x ⊙ (1 ⊖ (x ∧ y)) and x⊙∼y = (x⊙∼1) ⊙ y = ((x ∧ y)⊙∼1) ⊙ y.
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Now, let x = x0 and y = y0⊙∼1 for some x0, y0 ∈ M . Then

x ⊕ y = x0 ⊕ (y0⊙∼1) = (y0 ⊙ x−
0 )⊙∼1 = (y0 ⊖ x)⊙∼1 ∈ M∼,

y ⊕ x = (y0⊙∼1) ⊕ x0 = ((1 ⊖ x0) ⊙ y0)⊙∼1 ∈ M∼.

In addition, we have x ∧ y = x0 ∧ (y0⊙∼1) ≤ x0, which yields x ∧ y ∈ M , and
x∨y = x0 ∨ (y0⊙∼1) = (x−

0 ∧y0)⊙∼1 ∈ M∼ since x−
0 ∧y0 ≤ y0 and hence x−

0 ∧y0 ∈ M .
Moreover,

x ⊖ y = x0 ⊖ y∼
0 = x0 ⊙ y0 ∈ M,

y ⊖ x = y∼
0 ⊖ x0 = y∼

0 ⊙ x−
0 = (λ2

1(x0) ⊕ y0)⊙∼1 ∈ M∼,

x⊙∼y = x0⊙∼y∼
0 = x∼

0 ⊙ y∼
0 = (y0 ⊙ x0)⊙∼1 ∈ M∼,

y⊙∼x = y∼
0 ⊙∼x0 = ρ2

1(y0) ⊙ x0 ∈ M.

Now, we prove that M is a maximal and normal ideal of N . Since M is a
wPEMV-algebra without top element, M is a proper subset of N . Now, let y ∈
N \ M , then y = 1 ⊖ y0 for some y0 ∈ M . Then the ideal Id(M, y) of N generated
by M and y0⊙∼1 contains 1, so that Id(M, y0⊙∼1) = N proving M is a maximal ideal
of N .

Moreover, we prove that N is a normal ideal of N .
Let y ⊕ x0 ∈ y ⊕ M , y ∈ N0. It is sufficient to assume y = y∼

0 for some y0 ∈ M .
Then y∼

0 ⊕x0 = (y∼
0 ⊕x0)∨y∼

0 = ((y∼
0 ⊕x0)⊙y0)⊕y∼

0 . Since (y∼
0 ⊕x0)⊙y0 ≤ y0 ∈ M ,

we have (y∼
0 ⊕ x0) ⊙ y0 ∈ M , so that y∼

0 ⊕ M ⊆ M ⊕ y∼
0 . In a similar way, we prove

the opposite inclusion.

Remark 5.15. The proof of Theorem 5.14 can be done also in an alternative way.
Indeed, assume M ⊂ N0 and define N1 = M ∪ M−, where M− = {λ1(x) | x ∈ M}.
From the proof of Claim of Theorem 5.14, we can show that if x ∈ M , then there
is a unique y ∈ M such that x∼ = y− and vice versa. That is M∼ = M−. Then
using the dual reasoning as in the proof of Theorem 5.14 we can show that N1
is a wPEMV-algebra with top element and M is a maximal and normal ideal of
N1. In addition, the mapping φ : N → N1 defined by φ(x) = λ2

1(x), x ∈ N , is a
wPEMV-isomorphism between N and N1.

It is easy to see that if a wPEMV-algebra M without top element can be embed-
ded into associated wPEMV-algebras N1 and N2 with top elements under wPEMV-
algebra embeddings φi : M → Ni, i = 1, 2, such that φi(M) is a maximal and normal
ideal of Ni and every element of Ni either belongs to φi(M) or it is a right (left)
complement of some element from φi(M), then N1 and N2 are isomorphic associated
wPEMV-algebras.
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The associated wPEMV-algebra N with top element from Theorem 5.14 is said
to be a wPEMV-algebra representing M . That is, if M is with top element, then
N = M and if M is topless, then N is with top element and M can be embedded
into N as a maximal and normal ideal of N such that every element of N is either
from the image of M or is a complement of some element from the image of M . We
note that all wPEMV-algebras representing M are mutually isomorphic.

Since every wEMV-algebra, which is a commutative version of a wPEMV-
algebra, is a subdirect product of linearly ordered wEMV-algebras, see [23, Prop
3.17, Thm 3.19], Theorem 5.14 is a generalization of an analogous representation
theorem for wEMV-algebras from [23, Thm 3.20]. It would be interesting to show
which classes of wPEMV-algebras M admit such a representation; that is when M
can be embedded into an associated wPEMV-algebras N with top element as its
maximal and normal ideal and every element of N either belongs to the image of M
or is a complement of some element from the image of M .

In Section 6 of Part II, we show a positive answer for representable wPEMV-
algebras. The general solution will be presented in Theorem 7.9 in Part II.
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Abstract
We define weak pseudo EMV-algebras which are a non-commutative gener-

alization of weak EMV-algebras as well as of MV-algebras, pseudo MV-algebras,
and of generalized Boolean algebras. In contrast to pseudo EMV-algebras, the
class of wPEMV-algebras is a variety. We present basic properties and examples
of wPEMV-algebras. The main aim is to show when a wPEMV-algebra can be
embedded into a wPEMV-algebraN with top element, called a wPEMV-algebra
representing M , as a maximal and normal ideal of N . The paper is divided into
two parts. Part I studies wPEMV-algebras from the point of semiclans and gen-
eralized pseudo effect algebras. We describe congruences via normal ideals, and
we show that a wPEMV-algebra possesses a representing one with top element.

Part II. It studies representable wPEMV-algebras and we show an equational
base for them. Left and right unitizing automorphisms enable us to construct
representing wPEMV-algebras. We present the Basic Representation Theo-
rem. Finally, we study subvarieties of cancellative wPEMV-algebras, perfect
wPEMV-algebras, weakly commutative wPEMV-algebras, and normal-valued
wPEMV-algebras, respectively.

In this paper we continue in the study initiated in [22], where we introduced new
algebraic structures called weak pseudo EMV-algebras and we have presented their
basic properties. Sections, theorems, propositions, lemmas, examples, and equations
are numbered in continuation of [22].
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6 Representable wPEMV-algebras
We show that every representable wPEMV-algebras has a representing representable
wPEMV-algebra with top element. Representable wPEMV-algebras form a variety
and we show their equational base.

We say that a wPEMV-algebra M is representable if there is a system of lin-
early ordered wPEMV-algebras (Mi)i∈I such that there is an injective wPEMV-
homomorphism ϕ : M → ∏

i∈I Mi with πi ◦ ϕ(M) = Mi for all i ∈ I, where
πi : ∏

i∈I Mi → Mi is the i-th projection map. In other words, M is representable iff
M is a subdirect product of linearly ordered wPEMV-algebras. Using Lemma 5.12
and standard techniques like in [19, Lem 5.9], we can show that a wPEMV-algebra
M is representable if and only if there is a system (Pi)i∈I of normal prime ideals of
M such that ⋂

i∈I Pi = {0}.

Theorem 6.1. Each representable wPEMV-algebra is a subalgebra of an associated
representable wPEMV-algebra with top element.

Proof. Let (M ; ∨,∧,⊕,⊖,⊙∼, 0) be a representable wPEMV-algebra. There is a
system (Pi)i∈I of normal prime ideals of M such that ⋂

i∈I Pi = {0}. Consider
the embedding f : M → ∏

i∈I M/Pi defined by f(x) = (x/Pi)i∈I . By Lemma
5.12, for each i ∈ I, M/Pi is a linearly ordered wPEMV-algebra and so by The-
orem 5.8(1), M/Pi has a top element or it is strict. So, I = I1 ∪ I2, where
I1 = {i ∈ I | M/Pi has a top element} and I2 = {i ∈ I | M/Pi is strict}. Clearly,
I1∩I2 = ∅. SetM1 := ∏

i∈I1 M/Pi andM2 := ∏
i∈I2 M/Pi. We know that ∏

i∈I M/Pi

and M1 ×M2 are isomorphic wPEMV-algebras, so we identify them.
(1) For each i ∈ I1, M/Pi has a top element and it is an associated wPEMV-

algebra so it can be viewed as a pseudo EMV-algebra. Thus, M1 has a top element,
too.

(2) For each i ∈ I2, M/Pi is a linearly ordered strict wPEMV-algebra, hence
by Theorem 5.8(2), it is a positive cone of an ℓ-group (G; +, 0) which is linearly
ordered. It follows from Remark 5.11 that M/Pi can be embedded into an associated
wPEMV-algebra with top element. Thus, M2 can be embedded into an associated
representable wPEMV-algebra with top element, too.

From (1) and (2) we conclude that the representable wPEMV-algebra M is a
subalgebra of an associated representable wPEMV-algebra with top element.

It is useful to note that in the proof of Theorem 6.1, for each i ∈ I2, I(M), the set
of all idempotent elements of M , is a subset of Pi (otherwise, if a ∈ I(M) \Pi, then
a/Pi is a non-zero idempotent element of M/Pi which is absurd). Hence I(M) ⊆⋂

i∈I2 Pi.
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Now, we present a representation result for representable wPEMV-algebras.

Theorem 6.2. [Basic Representation Theorem for representable wPEMV-algebras]
Every representable wPEMV-algebra M either has a top element and so it is an as-
sociated wPEMV-algebra or it can be embedded into a representable wPEMV-algebra
N with top element as a maximal and normal ideal of N . Moreover, every element
of N is either the image of x ∈ M or is a right complement of the image of some
element x ∈ M .

Proof. Due to Theorem 6.1, M can be embedded into a representable associated
wPEMV-algebra N0 with top element. Theorem 5.14 asserts that if we set M∼ =
{x⊙∼1 | x ∈ M}, then N = M ∪ M∼ is an associated wPEMV-algebra with top
element that is a subalgebra of the representable associated wPEMV-algebra N0.
Let N0 be a subdirect product of a system {N0

i | i ∈ I} of linearly ordered wPEMV-
algebras. Define Ni := πi(N), then N is a subdirect product of the system of linearly
ordered wPEMV-algebras {Ni | i ∈ I}.

Consequently, applying Theorem 5.14, the result is established.

The proof of the latter theorem is based on representability and it cannot be used
for any general case of wPEMV-algebras. The general case of wPEMV-algebras will
be solved in Theorem 7.9 below.

If (M ; ∨,∧,⊕,⊖,⊙∼, 0) is an associated wPEMV-algebra, then it corresponds to a
pseudo EMV-algebra (M ; ∨,∧,⊕, 0), see Example 3.3, and it can be embedded into a
pseudo EMV-algebra with top element, see [20, Thm 6.4], so that for every associated
wPEMV-algebra we have a representation theorem. Therefore, this suggests the
following partial answer for representing wPEMV-algebras by Theorem 5.14.

Theorem 6.3. Let a wPEMV-algebra M be a subdirect product of a system of
associated wPEMV-algebras or of cancellative wPEMV-algebras. Then M has a
PEMV-algebra with top element representing it.

Proof. We will imitate the proofs of Theorems 6.1 and 6.2.
Thus, let (Mi)i∈I be a system of wPEMV-algebras such that every Mi is either

an associated wPEMV-algebra or a cancellative wPEMV-algebra and let M be a
subdirect product of (Mi)i∈I . Let I1 = {i ∈ I | Mi is an associated wPEMV-
algebra} and I2 = {i ∈ I | Mi is a cancellative wPEMV-algebra}. Then I1 ∩ I2 = ∅
and I = I1 ∪ I2.

By [20, Thm 6.4], for each Mi with i ∈ I1, there is an associated wPEMV-algebra
Ni with top element in which Mi can be embedded as a maximal and normal ideal
of Ni, and every element of Ni either belongs to the image of Mi or is a complement
of some element from the image of Mi.
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If i ∈ I2, by Example 3.5, for each Mi, there is a unique (up to isomorphism)
ℓ-group Gi such that Mi is isomorphic to the wPEMV-algebra of the positive cone
G+

i . Then G+
i can be embedded into Ni = Γa(Z−→× Gi, (1, 0)) and G+

i is a maximal
and normal ideal of Ni and every element of Ni is either from G+

i or is a complement
of some element from G+

i .
Then N0 = ∏

i∈I1 Ni × ∏
i∈I2 Γa(Z−→× Gi, (1, 0)) is a wPEMV-algebra with top

element and M can be embedded into N0. Applying a general statement of Theorem
5.14, we get a desired result.

For every z ∈ M , we denote by a polar of z the set z⊥ := {x ∈ M | x ∧ y = 0}.
There is a standard proof that z⊥ is an ideal of M .

From the definition of a prime ideal we have that if P is a prime ideal, then the
set F = M \P has the property x∧ y > 0 for all x, y ∈ F , see also Lemma 5.4(ii). A
subset F of M \ {0} maximal under this condition is said to be an ultrafilter. There
is a standard notion of a minimal prime ideal. Every prime ideal contains at least
one minimal prime ideal. The proof of the following proposition follows the main
steps of [26, Thm 2.20].

Proposition 6.4. Let P be a proper ideal of a wPEMV-algebra M . The following
statements are equivalent:

(i) P is a minimal prime ideal.

(ii) M \ P is an ultrafilter.

(iii)
P =

⋃
{z⊥ : z /∈ P}. (6.1)

(iv) P is prime and for all x ∈ P , x⊥ 6⊆ P .

Proof. We prove only the implication (i) ⇒ (ii). If x, y /∈ P , then x ∧ y /∈ P .
Therefore, the Zorn Lemma guarantees that there is an ultrafilter F containing
M \P . We assert F = M \P . Let x ∈ F , and z ∈ x⊥. Then z∧x = 0 entails z /∈ F ,
otherwise z, x ∈ F and z ∧ x > 0, a contradiction. Hence,

x⊥ ⊆ M \ F ⊆ P.

Put Q =
⋃{x⊥ : x ∈ F}. Then Q ⊆ P and Q is an ideal of M . Indeed,

clearly 0 ∈ Q. Let u, v ∈ Q. There are x, y ∈ F such that u ∈ x⊥ and v ∈ y⊥.
Let a be an element of N such that u ⊕ v ⊕ x ⊕ y ≤ a. Due to [26, Prop 1.17]
applied to the pseudo MV-algebra ([0, a]; ⊕a, λa, ρa, 0, a), we have x ∧ y ∧ (u⊕ v) =
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x ∧ y ∧ (u ⊕a v) ≤ (x ∧ y ∧ u) ⊕a (x ∧ y ∧ v) = 0, that is, u ⊕ v ∈ (x ∧ y)⊥. Since
y ∈ F and x ∧ y = (x ∧ y) ∧ y > 0, we have x ∧ y ∈ F , so that u⊕ v ∈ Q. Finally,
let u ≤ v ∈ Q. Then there is x ∈ F such that v ∈ x⊥ which yields u ∈ x⊥. Hence,
Q is an ideal of M .

To prove Q is a prime ideal, let u, v ∈ M be such that u ∧ v = 0 and let u /∈ Q.
Since F is an ultrafilter, u ∈ F and v ∈ u⊥ ⊆ Q. In other words, we have established
Q is prime such that it is contained in P and minimality of P entails Q = P .

The proof of the other implications is identical to the proof of ones in [26, Thm
2.20].

Lemma 6.5. A wPEMV-algebra M is representable if and only if every polar z⊥ is
a normal ideal.

Proof. Assume that M is representable and let it be a subdirect product of a system
(Mi)i∈I of linearly ordered wPEMV-algebras. Without loss of generality we can
assume that M is a subalgebra of ∏

i∈I Mi. Let x, y, z ∈ M and x = (xi)i, y = (yi)i

and z = (zi)i. Suppose that x⊖ y ∈ z⊥. Then (xi ⊖ yi) ∧ zi = 0 for each i. If zi = 0,
then (yi⊙∼xi) ∧ zi = 0. If zi > 0, then 0 = xi ⊖ yi = (xi ⊖ yi) ∧ zi so that Proposition
3.2(ix) yields xi ≤ yi and whence, (yi⊙∼xi) ∧ zi = 0. The converse implication is
analogous and this establishes that z⊥ is normal.

Conversely, let each z⊥ be a normal ideal of M . Using (6.1), we see that ev-
ery minimal prime ideal P is normal, and the intersection of all minimal prime
ideals is the zero ideal {0}. Hence, M is a subdirect product of linearly ordered
wPEMV-algebras (M/P )P , where P is a minimal prime ideal of M , and whence, M
is representable.

Inspired by [28, Thm 3.4], we present equations characterizing representable
wPEMV’s. We note that the binary operation ⊕a can be expressed as x ⊕a y =
(x⊕ y) ∧ a, so it is expressible using the language of wPEMV-algebras.

Theorem 6.6. A pseudo EMV-algebra M is representable if and only if, for all
x, y, z, a ∈ M such that x, y, z ≤ a, we have

(
x⊖ y

)
∧

(
(z ⊕a (y ⊖ x)) ⊖ z

)
= 0,

(
y⊙∼x

)
∧

(
z⊙∼((x⊙∼y) ⊕a z)

)
= 0.

As a corollary, the class of representable wPEMV-algebras is a subvariety of
wPEMV-algebras.
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Proof. If M is a linear wPEMV-algebra, then due to Theorem 5.8, it either has a
top element or is cancellative, and in either case it satisfies both equations. Conse-
quently, every representable pseudo EMV-algebra satisfies the equations.

Conversely, assume that M satisfies the above equations. We show that every
polar x⊥, x ∈ M \ {0}, is normal. Let y ∈ x⊥ and assume x ⊕ y ⊕ z ≤ a for some
a ∈ M . If [0, a] is assumed as a pseudo MV-algebra, we have a ⊖ x = λa(x) =
λa(x) ⊕a 0 = λa(x) ⊕a (x ∧ y) = (λa(x) ⊕a x) ∧ (λa(x) ⊕a y) = a ∧ (λa(x) ⊕a y) =
λa(x) ⊕a y. In a similar way, a⊖ y = λa(y) = λa(y) ⊕a x, whence by Theorem 4.3,
x = ρa(y) ⊙a x = y⊙∼x and y = ρa(x) ⊙a y = x⊙∼y. Similarly, y = y⊙a λa(x) = y⊖x
and x = x⊙a λa(y) = x⊖ y. Then we have

x ∧
(
(z ⊕a y) ⊖ z

)
= 0,

x ∧
(
z⊙∼(y ⊕a z)

)
= 0,

which implies (z ⊕a y) ⊖ z ∈ x⊥ and z⊙∼(y ⊕a z) ∈ x⊥. Since y ⊕ z = y ⊕a z =
(y⊕a z) ∨ z = z⊕a (z⊙∼(y⊕a z)) and z⊕ y = z⊕a y = ((z⊕a y) ⊖ z) ⊕ z, we see that
x⊥ is a normal ideal. By Lemma 6.5, M is representable.

If in the above two formulas we change x by x ∧ a, y by y ∧ a and z by z ∧ a,
then we have two identities for all x, y, z, a ∈ M , so that the class of representable
wPEMV-algebras forms a subvariety.

In the language of integral GMV-algebras, from [25, Thm 2.2], [2], we have that
the class of representable integral GMV-algebras is a variety; compare with [22, Prop
4.9].

We denote by Repr the class of representable wPEMV-algebras.
As a corollary, we have the following characterization of representable wPEMV-

algebras.

Proposition 6.7. A wPEMV-algebra M is representable if and only if, for each a ∈
M , the associated wPEMV-algebra Ma = ([0, a]; ∨,∧,⊕a,⊖a,⊙∼, 0) is representable.

Proof. According to Theorem 4.3, ([0, a]; ⊕a, λa, ρa, 0, a) is a pseudo MV-algebra and
Ma is an associated wPEMV-algebra with top element a. Applying equations from
Theorem 6.6, we see that Ma is representable for every a ∈ M . Equivalently, M is
representable.

By Theorem 6.6, we know that the class of representable wPEMV-algebras is
a variety containing the class of associated representing wPEMV-algebras. More-
over, by Theorem 6.2, each representable wPEMV-algebra is a subalgebra of a rep-
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resentable wPEMV-algebra with top element. Therefore, we have the following
corollaries.

Corollary 6.8. The variety Repr of representable wPEMV-algebras is the least va-
riety containing the class of representable associated wPEMV-algebras.

Corollary 6.9. Every subdirectly irreducible representable wPEMV-algebra is lin-
early ordered.

Proof. Due to Proposition 5.6, we know that there is a one-to-one correspondence
between normal ideals and congruences. Therefore, the variety of wPEMV-algebras
is congruence-distributive, since the set of normal ideals of M is a distributive lattice.
To prove the latter statement, let A,B,C be three normal ideals of M . Let A ∨ B
denote the normal ideal generated by A∪B, similarly we have A∧C = A∩B. Then
(A∨B)∧C = (A∨B)∩C ⊇ (A∧C)∨(B∨C). Let x ∈ C belong to the ideal generated
by A∪B, then x ≤ a⊕ b, where a ∈ A, b ∈ B. We have x ≤ a⊕ b = (a∧ (c⊖ b)) + b,
where c = a ⊕ b. Since the GPEA (M ; +, 0) satisfies RDP2, x = a1 + b1 for some
a1 ≤ a and b1 ≤ b (RDP0). Then a1 ∈ A ∩ C and b1 ∈ B ∩ C which implies x
belongs to the ideal generated by (A ∩ C) ∪ (B ∩ C) ⊆ (A ∩ C) ∨ (B ∩ C). Hence,
(A ∨B) ∩ C ⊆ (A ∩ C) ∨ (B ∩ C).

Using RDP2, we can show also the second distributive law (A ∧ B) ∨ C = (A ∨
C) ∧ (B ∨ C): Clearly, (A ∧B) ∨ C ⊆ (A ∨ C) ∧ (B ∨ C). Now, let x belong to the
ideals generated by A∪C and B ∪C, respectively. Then x ≤ a⊕ c1 and x ≤ b⊕ c2,
where a ∈ A, b ∈ B and c1, c2 ∈ C. As in the latter paragraph, we can assume that
x = a+ c1 = b+ c2. Using RDP2, there are four elements c11, c12, c21, c22 such that
a = c11 + c12, c1 = c21 + c22, b = c11 + c21 and c2 = c21 + c22. Then c11 ∈ A ∩ B,
c12 ∈ A∩C, c21 ∈ B∩C and c22 ∈ C. We have x = c11 +c12 +c21 +c22 and therefore,
x belongs to the ideal generated by (A∩B) ∪ (A∩C) ∪ (B ∩C) ∪C = (A∩B) ∪C,
and then x ∈ (A ∧B) ∨ C.

Applying Jónsson’s Lemma [6, Cor 6.9] on congruence-distributive varieties, we
conclude that every subdirectly irreducible representable wPEMV-algebra has to be
linearly ordered.

The latter result has a counterpart in integral GMV-algebras just before [25,
Thm 2.2].

Proposition 6.10. The variety of wPEMV-algebras is arithmetical.

Proof. Let us consider the following ternary terms: M(x, y, z) = (x ∨ y) ∧ (x ∨ z) ∧
(y ∨ z) and m(x, y, z) = ((x⊖ y) ⊕ z) ∧ ((z ⊖ y) ⊕ x) ∧ (x ∨ z). Then M(x, y, z) is a
majority Mal’cev term proving in another way as it was done in the latter corollary
that wPEMV is a congruence-distributive variety. For m(x, y, z), we have
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(1) m(x, y, x) = ((x⊖ y) ⊕ x) ∧ ((x⊖ y) ⊕ x) ∧ (x ∨ x) = x.

(2) m(x, y, y) = ((x⊖ y) ⊕ y) ∧ ((y ⊖ y) ⊕ x) ∧ (x ∨ y) = (x ∨ y) ∧ x∧ (x ∨ y) = x.

(3) m(y, y, x) = ((y ⊖ y) ⊕ x) ∧ ((x⊖ y) ⊕ y) ∧ (y ∨ x) = x ∧ (x ∨ y) ∧ (x ∨ y) = x.

This proves the variety of wPEMV-algebras is arithmetical.

7 wPEMV-algebras and Generalized Pseudo
Effect Algebras

We will study a close relation between wPEMV-algebras and generalized pseudo
effect algebras. We introduce left and right unitizing automorphisms which enable
us to construct a representing wPEMV-algebra for a wPEMV-algebra without top
element.

It is well known, see e.g. [17, Thm 8.8, Prop 8.7], that if a PEA E is a lattice PEA
satisfying RDP2, we can define a total binary operation ⊕ by x⊕ y := (x ∧ y−) + y
for all x, y ∈ E such that (E; ⊕,− ,∼ , 0, 1) is a pseudo MV-algebra. In particular, if
E is a lattice GPEA with RDP2, then every ([0, a]; ⊕a, λa, ρa, 0, a) (a ∈ E), where

x⊕a y := (x ∧ λa(y)) + y = (x ∧ (a \ y)) + y, x, y ∈ [0, a], (7.1)

is a pseudo MV-algebra.
Let (M ; +, 0) be a GPEA. A one-to-one mapping φ : M → M is said to an

automorphism if x + y exists iff ϕ(x) + ϕ(y) exists, and ϕ(x + y) = ϕ(x) + ϕ(y),
ϕ−1(x+ y) = ϕ−1(x) +ϕ−1(y). Inspired by [23, Def 4.1], we introduce the following
notions. An automorphism ϕλ : M → M is said to be left unitizing iff, for all
x, y ∈ M , ϕλ(x)+y exists iff y+x is defined. Dually, an automorphism ϕρ : M → M
is said to be right unitizing iff x + ϕρ(y) is defined iff y + x is defined. If M is a
wPEMV-algebra, we say that it admits a right and left unitizing automorphisms if
it does the GPEA (M ; +, 0).

If M is a PEA, that is, M possesses a top element, then due to [23, Lem 2.5, Lem
2.7], M admits a unique left unitizing automorphism and a unique right unitizing
automorphism, namely, ϕλ(a) = a−− and ϕρ(a) = a∼∼, a ∈ M .

Lemma 7.1. If M is an associated wPEMV-algebra, then M admits both left and
right unitizing automorphisms and they are inverses of each other. The same is
true if M is a cancellative wPEMV-algebra; in this case the left and right unitizing
automorphisms coincide.
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Proof. (1) In an associated wPEMV-algebra M , each element x ∈ M is dominated
by some idempotent element a ∈ I(M) and every associated wPEMV-algebra is a
subalgebra of some associated wPEMV-algebra with top element (see e.g. [20, Thm
6.4]). According to Lemma 5.13, if x ≤ a, b ∈ I(M), then ρ2

a(x) = ρ2
b(x) and λ2

a(x) =
λ2

b(x), where λa(x) = a⊖ x and ρa(x) = x⊙∼a, so the mappings ϕρ(x) := ρ2
a(x) and

ϕλ(x) := λ2
a(x), x ∈ M , do not depend on the choice of a ∈ I(M).

Now, we show that ϕρ and ϕλ are automorphisms. Let x, y ∈ M be such that x+y
is defined in M . There is an idempotent a ∈ M such that x+ y ≤ a, and therefore,
x, y ∈ [0, a], where ([0, a]; +a, 0, a) = ([0, a]; +, 0, a) is a PEA with negations x−a =
λa(x) and x∼a = ρa(x). Since if x+ y is defined, then x = (x⊕ y) ⊖ y ≤ a⊖ y giving
x+a y is defined in [0, a] and whence x+y = x+a y. Therefore, x+y+(x+y)∼a = a
and y + (x + y)∼a = x∼a . Thus y + (x + y)∼a + x∼a∼a = a, which yields y∼a =
(x+ y)∼a +x∼a∼a . Therefore, a = y∼a + y∼a∼a = (x+ y)∼a +x∼a∼a + y∼a∼a , which
implies (x + y)∼a∼a = x∼a∼a + y∼a∼a , that is, ϕρ(x+ y) = ϕρ(x) + ϕρ(y). Clearly,
ϕρ(0) = 0 and ϕρ(a) = a. The same is true for ϕλ. Since ϕλ(ϕρ(x)) = x, ϕρ is an
automorphism.

We note that ϕλ(x) + y is defined iff y ≤ ϕ∼a
λ (x) = x−a iff y + x is defined in

[0, a]. Then ϕλ is a left unitizing automorphism. Analogously, the same is true for
ϕρ.

(2) Now, let M be a cancellative wPEMV-algebra. There is an ℓ-group G such
that M ∼= G+ and M is a maximal and normal ideal of Γa(Z−→× G, (1, 0)). Due to
Lemma 5.13(2), we have λ2

1(x) = ρ2
1(x) for each x ∈ M so that ϕλ(x) = λ2

1(x) =
ρ2

1(x) = ϕρ(x), and similarly as in (1), we can show that ϕλ is an automorphism
that is both left and right unitizing.

In the next proposition, we show that the existence of a right (left) unitization
automorphism on a wPEMV-algebra M without top element is a necessary condition
for M to have a representing wPEMV-algebra with top element.

Proposition 7.2. Let M be a wPEMV-algebra without top element. If it has a
representing wPEMV-algebra N with top element, then M admits left and right
unitization automorphisms.

Proof. If M is subalgebra of a representing wPEMV-algebra N with top element 1,
then ϕλ(x) = λ2

1(x), and ϕρ(x) = ρ2
1(x), x ∈ M , are unitization automorphisms on

M , see Lemma 7.1.

Theorem 7.3. Let (M ; ∨,∧,⊕,⊖,⊙∼, 0) be a wPEMV-algebra without top element.
Let M admit a left unitizing automorphism ϕλ and let (M ; +, 0) be the GPEA derived
from M according to Theorem 4.6. There is a PEA (N ; +̂, 0, 1) with RDP2 such that
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GPEA (M ; +, 0) can be embedded into (N ; +̂, 0, 1) as a maximal and normal PEA-
ideal of N .

Proof. According to Lemma 4.4, on the set M there is a partial operation + such
that x + y exists iff there is a ∈ M such that if x ⊕ y ≤ a and x ≤ λa(y). Then
x+ y := x⊕ y and (M ; +, 0) is a GPEA without top element satisfying RDP2. Let
M ′ be a set of the same cardinality as M such that M ∩M ′ = ∅. Let η : M → M ′

be a bijection. Then M ′ = η(M). If we set N := M ∪ η(M), we define a partial
operation +̂ on N that is an extension of the original partial operation + on M as
follows:

(i) If x, y ∈ M , then x+ y is defined in M iff x+̂y is defined in N , in which case
x+̂y = x+ y.

(ii) If x = x0 and y = η(y0), where x0, y0 ∈ M , then x +̂ y is defined in N iff
x0 ≤ y0, in which case x +̂ y := η(y0 \ x0).

(iii) If x = η(x0) and y = y0, where x0, y0 ∈ M , then x +̂ y is defined in N iff
ϕλ(y0) ≤ x0, in which case x +̂ y := η(ϕλ(y0) / x0), where ϕλ is a left unitizing
automorphism of the PGEA (M ; +, 0).

(iv) If x = η(x0), y = η(y0), where x0, y0 ∈ M , then x+̂y is not defined.

Since the mapping ϕλ is an automorphism of M into itself such that ϕλ(u)+v is
defined in M iff v+ u is defined in M , according to [23, Thm 4.2], we conclude that
(N ; +̂, 0, 1), where 1 := η(0), is a PEA. Moreover, ϕλ(x) = x−− and ϕρ(x) = x∼∼,
x ∈ M .

In addition, for x0, y0, z0 ∈ M , we have

x0 +̂ y∼
0 = z∼

0 ⇔ z0 + x0 = y0 and x∼
0 +̂ y0 = z∼

0 ⇔ y−−
0 + z0 = x0. (7.2)

Claim 1. The PEA (N ; +̂, 0, 1) is a lattice.
To prove the claim, we exhibit 10 cases.
(1) η(a) = a∼, ϕλ(a) = a−−, η(a)− = a, η(a)∼ = a∼∼ and η(ϕλ(a)) = ϕ∼

λ (a) =
a− for each a ∈ M , and 0− = 1.

(2) We have also a∼∼ = ϕρ(a) ∈ M for each a ∈ M . Indeed, there is b ∈ M such
that ϕρ(a) = b. Then a = ϕλ(b) = b−− which yields a∼∼ = b = ϕρ(a).

(3) If x ≤ c ∈ M , then 1 = c +̂ c∼ = x +̂ ρc(x) +̂ c∼ which entails x∼ =
ρc(x) +̂ c∼. In a similar way we can show that x− = c− +̂ λc(x).

(4) If c ∈ I(M), then c−− = c = c∼∼ and ϕρ(c) = c∼∼ = c which gives c∼ = c−.
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The set M is a maximal and normal PEA-ideal in N , see [23, Thm 3.3(vii)].
Then x ≤ y in M for x, y ∈ M iff x ≤N y in N . Therefore, we can denote the partial
order ≤N on N also simply as ≤ that is, as it is used in M .

(5) If v, x, y ∈ M , then v ≤ x∼ implies x +̂ v is defined in N and by definition of
+̂, we have x +̂ v = x + v ∈ M , so that v ≤ ρc(x) for each c ≥ x + y, see Lemma
4.4. In the same way, we have v ≤ y− implies v ≤ λc(y) for each c ≥ v + y.

(6) If c ∈ I(M), then c∧N c∼ = 0 = c∧N c− and c∨N c∼ = 1 = c∨N c−. Indeed,
let x ≤ c, c∼. Then x ∈ M and by (5), c+ x is defined in M and due to Proposition
3.2(xiii), c+ x = c ∨ x = c which implies x ≤ ρc(c) = 0. Similarly c ∧N c− = 0.

Now, let c∼, c ≤ y ∈ N . Then y = y∼
0 for a unique y0 ∈ M . Since then

y0 ≤ c, c∼ = c−, we have y0 = 0 and y = 1.
(7) Now we show that if a, b ∈ M , then a ∧ b = a ∧N b and a ∨ b = a ∨N b.

Let z0 ∈ M be such that z∼
0 ≤ a, b. But this is impossible because then z∼

0 ∈ M
while M is an ideal, so that 1 = z0+̂z∼

0 ∈ M which is a contradiction. Whence,
a ∧ b = a ∧N b.

Now let a, b ≤ z∼
0 , where z0 ∈ M . Then z0 + a exists in N and since z0, a ∈ M ,

z0 +a exists in M , similarly z0+b is defined in M . By Lemma 4.4, there are elements
c1, c2 ∈ M such that a + z0 ≤ c1, a ≤ ρc1(z0) and b + z0 ≤ c2, b ≤ ρc2(z0). If we
take c ≥ c1, c2, c ∈ M , then a, b, z0 ≤ c and a, b ≤ ρc(z0). So that a∨ b ≤ ρc(z0) and
z0 + (a∨ b) is defined in M . (W10) entails (z0 + a) ∨ (z0 + b) = (z0 ⊕ a) ∨ (z0 ⊕ b) =
z0 ⊕ (a ∨ b) = z0 + (a ∨ b). Hence, (a ∨ b) ≤ z∼

0 which shows a ∨ b = a ∨N b.
In addition, it is straightforward that if a, b ∈ M , then a∼ ∨N b∼ = (a ∧ b)∼.

To show a∼ ∧N b∼ = (a ∨ b)∼, let x ∈ M be such that x∼ ≤ a∼, b∼. Then clearly
x∼ ≤ (a∨ b)∼. If x ∈ M and x ≤ a∼, b∼, then a+ x and b+ x are defined in M and
by Lemma 4.4, there is c ∈ M with c ≥ a + x, b + x such that a, b ≤ λc(x). Then
a ∨ b ≤ λc(x) and x ≤ ρc(a ∨ b) ≤ (a ∨ b)∼. Both cases give a∼ ∧N b∼ = (a ∨ b)∼.

(8) We show that x∼ ∧N y exists in N and it belongs to M , moreover, x∼ ∧N y =
x⊙∼(x⊕ y). According to (W4), x⊙∼(x⊕ y) ≤ y and on the other side, x⊙∼(x⊕ y) =
x / (x⊕ y) ≤ x / 1 = x∼. Now, let a ≤ x∼, y, then a ∈ M and x+ a is defined in M .
Therefore, x⊙∼(x⊕ y) ≥ x⊙∼(x⊕ a) = a proving x⊙∼(x⊕ y) = x∼ ∧N y ∈ M .

Moreover, if c ≥ x⊕y, we assert that x∼ ∧N y = ρc(x)∧y. Indeed, put c0 = x⊕y
and let c ≥ c0. Then x∼ ∧ y = x⊙∼(x⊕ y) = ρc0(x) ∧ y ≤ ρc(x) ∧ y ≤ (x⊙∼1) ∧N y =
x∼ ∧ y.

Since x− = x∼
0 for some x0 ∈ M , we have that x− ∧N y exists in N and it belongs

to M . Similarly as in the last paragraph, we can show that x− ∧ y = (y ⊕ x) ⊖ x,
and for each c ≥ x⊕ y, we have x− ∧ y = λc(x) ∧ y ∈ M .

(9) The partial order ≤N is a lattice order on N . From (7) and (8), we conclude
that N is a ∧N -lattice. Now, if x, y ∈ M , we show x∼ ∨N y exists and it belongs to
N \M . Let a ≥ x∼, y. Then a− ≤ x, y− and by (8), a− ≤ x∧ y− = (x⊕ y) ⊖ y and
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a ≥ ((x⊕ y) ⊖ y)∼ = x∼ ∨N y.
In other words, due to (7) and (8), we see that N is also a ∨N -lattice.
(10) If a, b ∈ M , a ≤ b, then a∼ \ b∼ = a⊙∼b = a / b, b∼ / a∼ = (b ⊖ a)∼∼ and

b− \ a− = b \ a. Indeed, for the first equality, let d ∈ M be such that a∼ \ b∼ = d
and a∼ = d + b∼ so that by (7.2), we have a + d = b and d = a \ b = a⊙∼b. In a
similar way, we prove the second equality.
Claim 2. The PEA (N ; +̂, 0, 1) satisfies RDP2.

To prove RDP2, we exhibit four cases. To make calculations more easier, since
+̂ is an extension of the partial addition + on M , we will write +̂ = +.

(I) Let a+ b = c+ d for a, b, c, d ∈ M . This case is evident.
(II) Let a∼ + f = b∼ + g, where a, b, f, g ∈ M . Then there is z ∈ M such that

a∼ +f = z∼ = b∼ +g. From (7.2), we have ϕλ(f)+z = a and ϕλ(g)+z = b, so that
ϕλ(f) / a = z = ϕλ(g) / b. Since M is directed, there is d ∈ M such that a, b ≤ d.
Then d \ (ϕλ(f) / a) is defined in M . We assert d \ (ϕλ(f) / a) = (d \ a) + ϕλ(f).
Indeed, we have d = (d \ a) + (a \ ϕλ(f)) + ϕλ(f), which entails that the element
x = (d \ a) + ϕλ(f) is defined in M . Moreover,

d \ a = x \ ϕλ(f)
d = (x \ ϕλ(f)) + a

= (x \ ϕλ(f)) + ϕλ(f) + (ϕλ(f) / a)
= x+ (ϕλ(f) / a)

x = d \ (ϕλ(f) / a).

In the same way we can prove that d \ (ϕλ(g) / b) = (d \ b) + ϕλ(g). Since
d \ (ϕλ(f) / a) = d \ (ϕλ(g) / b), we have

(d \ a) + ϕλ(f) = (d \ b) + ϕλ(g).

Using RDP2 holding in M , there are four elements c11, c12, c21, c22 ∈ M such that
the following RDP2 table holds

d \ a c11 c12
ϕλ(f) c21 c22

d \ b ϕλ(g)
.

From this table we have

d \ a = c11 + c12, d \ b = c11 + c21

d = c11 + c12 + a, d = c11 + c21 + b

c12 + a = c21 + b,
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which implies
a∼ (c12 + a)∼ ϕρ(c12)
f ϕρ(c21) ϕρ(c22)

b∼ g

.

Clearly, ϕρ(c12) ∧ ϕρ(c21) = 0.
(III) f + a∼ = z∼ = g + b∼ for a, b, f, g, z ∈ M .
From (7.2), we have z + f = a and z + g = b which implies a \ f = z = b \ g.

There is an element d ∈ M such that a, b ≤ d. Using ideas from the proof of part
(II), we have

(a \ f) / d = f + (a / d) = (b \ g) / d = g + (b / d)

which gives an RDP2 table holding in M

f d11 d12
a / d d21 d22

g b / d

.

Since a+ d21 = b+ d12, we have an RDP2 table for case (II)

f d11 d12
a∼ d21 (a+ d21)∼

g b∼

which is an RDP2 table.
(IV) Let a∼ + f = z∼ = g+ b∼ for a, b, g, h, z ∈ M . We find an RDP2 decompo-

sition.
Using (7.2), we have ϕλ(f) + z = a and z + g = b, so that ϕλ(f) / a = z = b \ g.

Let c be an element of M such that g⊕ a, f ⊕ b, z, ϕλ(f) ≤ c. By the representation
theorem, see [14], there is a unital ℓ-group (Gc, c) such that ([0, c]; ⊕c, λc, ρc, 0, c) ∼=
Γ(Gc, c). Therefore, in the group Gc, we have

−ϕλ(f) + a = b− g

a+ g = c+ f − c+ b

−c+ a+ g = f − c+ b. (∗)

Since ρc(a) ≤ a∼ and ρc(b) ≤ b∼, we are looking for an RDP table in the form

a∼ c11 c∼
12

f c21 c22
g b∼

,
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where c11, c12, c21, c22 ∈ M . Using (8), if we put c11 := a∼ ∧ g, then c11 = ρc(a) ∧ g,
c22 := b∼∧f = ρc(b)∧f and c21 = c11 / g = (ρc(a)∧g) / g. Then c11 = ρc(a)⊙c(a⊕cg)
and c22 = ρc(b) ⊙c (b ⊕c f). We show that c21 = f \ c22 = f \ (ρc(b) ∧ f). Using
(4.3), we have c21 = ρ2

c(a) ⊙c g = (ρ2
c(a) − c+ g) ∨ 0 = (−c+ a+ g) ∨ 0.

On the other side, put c′
21 := f \ c22 = f ⊙c b = (f − c + b) ∨ 0, so that by (∗),

c21 = c′
21.

For c12 we have a∼ = c11 + c∼
12, that is a+ c11 = c12 and c12 = a+ (ρc(a) ∧ g) =

a ⊕c g. Similarly, if c′
12 ∈ M is such that (c′

12)∼ + c22 = b∼, then c−−
22 + b = c′

12,
which gives

c′
12 = ϕλ(c22) + b = ϕλ(ρc(b) ∧ f) + b

= (λc(b) ∧ ϕλ(f)) + b = (ϕλ(f) ∧ λc(b)) + b

= (ϕλ(f) + b) ∧ (λc(b) + b)
= (ϕλ(f) + b) ∧ c = (ϕλ(f) ⊕ b) ∧ c

= ϕλ(f) ⊕c b.

From ϕλ(f) / a = b \ g we obtain in the unital ℓ-group (Gc, c)

−ϕλ(f) + a = b− g

a+ g = ϕλ(f) + b

a⊕c g = ϕλ(f) ⊕c b,

which proves c12 = c′
12, so that RDP holds in N .

Using (8), we have c12, c21 ∈ [0, c] so that using Proposition 3.2(ii), we have
c21 ∧N c∼

12 = (ρ2
c(a) ⊙c g) ∧ (a⊕c g)∼ = (ρ2

c(a) ⊙c g) ∧ (a⊕c g)∼ ∧ c = (ρ2
c(a) ⊙c g) ∧

(ρc(a⊕c g)) = (ρc(ρc(a)) ⊙c g) ∧ (ρc(g) ⊙c ρc(a)) = 0.
Hence, the table gives also an RDP2 decomposition.

We note that Theorem 7.3 holds also if a wPEMV-algebra M admits a right
unitizing automorphism.

The latter theorem entails that every wPEMV-algebra with an unitizing auto-
morphism can be represented by an associated wPEMV-algebra with top element.

Now, we show that the existence of a left (right) unitizing automorphism is a
necessary and sufficient condition in order that a wPEMV-algebra admits a repre-
senting wPEMV-algebra with top element.

Theorem 7.4. Every wPEMV-algebra M without top element and admitting a left
unitizing automorphism can be embedded into an associated wPEMV-algebra N with
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top element as a maximal and normal ideal of N . Moreover, every element of N is
either the image of x ∈ M or is a right complement of the image of some element
x ∈ M .

Proof. According to Theorem 7.3, there is a PEA N with RDP2 such that the
GPEA (M ; +, 0) derived from M can be embedded into a GPEA (N ; +N , 0, 1) as
a maximal and normal PEA-ideal of N . Without loss of generality, we can assume
M ⊂ N . Since N satisfies RDP2, then N can be converted into a pseudo EMV-
algebra (N ; ⊕N ,

− ,∼ , 0, 1), see [17, Thm 8.8], [16], where the pseudo MV-operation
⊕N is defined by x⊕N y = (x∧N y

−)+N y, x, y ∈ N . It is clear that M is a wPEMV-
ideal of N . In particular, if x, y ∈ M , let c ∈ M be such that x ⊕ y ≤ c. Then by
(8) of the proof of Theorem 7.3, x⊕N y = (x ∧N y−) +N y = (x ∧N λc(y)) +N y =
(x ∧ λc(y)) +c y = (x+c y) ∧ (λc(x) +c y) = (x+c y) ∧ c = x⊕ y, that is the binary
operation ⊕N is an extension of ⊕.

Moreover, if x, y ∈ N , then x ⊙N y = (y− ⊕N x−)∼ = (y∼ ⊕N x∼)−, x ⊖N y =
x⊙N y− = x \ (x∧N y) and x⊙∼Ny = x∼ ⊙N y = (x∧N y) / y. Therefore, if x, y ∈ M ,
then x⊖ y = x⊖N y and x⊙∼y = x⊙∼Ny.

Altogether, we have proved that the wPEMV-algebra (M ; ∨,∧,⊕,⊖,⊙∼, 0) can
be embedded into the associated wPEMV-algebra (N ; ∨N ,∧N ,⊕N ,⊖N ,⊙∼N ) with
top element. In addition, the wPEMV-algebra N satisfies the conditions of Theorem.
That is, M is a maximal and normal ideal of N , and every element of N is either the
image of some element of M or is a right complement of the image of some element
of M .

Now, we emphasize the importance of the both left and right unitizing automor-
phisms for existence of a representing wPEMV-algebra with top element.

Theorem 7.5. Let M be a wPEMV-algebra without top element. Then there is a
wPEMV-algebra N representing M with top element if and only if M possesses a
left (right) unitizing automorphism.

Proof. If M possesses a right unitizing automorphism, Theorem 7.3 shows that M
has a representing wPEMV-algebra N with top element. Conversely, let N be a
wPEMV-algebra with top element representing M . For simplicity, let M ⊂ N . For
every x ∈ M , we set ϕλ : x 7→ x−− and ϕρ(x) = x∼∼. Then x− ∈ N \ M . If
x−− ∈ N \ M , there is y ∈ M such that x−− = y− which entails x− = y ∈ M ,
a contradiction, therefore, x−− ∈ M . Applying [23, Lem 2.7, Lem 2.5], we have
that ϕλ and ϕρ are automorphisms of M that are right unitizing and left unitizing
automorphisms.
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It remains an open question whether every wPEMV-algebra without top element
does possess a right (left) unitization automorphism. A positive answer to this
question will be posed at the end of this section.

In the language of integral GMV-algebras, see [22, Prop 4.9], the latter question
can be formulated in an equivalent way whether every integral GMV-algebra can be
embedded into a bounded integral GMV-algebra, compare with [22, Thm 5.14].

Now, we present a corollary of the latter result for a special class of wPEMV-
algebras. We say that a wPEMV-algebra M is weakly commutative if, given x, y ∈
M , x+y is defined in M iff so is defined y+x. For example, every wEMV-algebra (i.e.
⊕ is commutative) and every cancellative wPEMV-algebra is weakly commutative.
We note that the second case shows that the weakly commutativity does not imply
that ⊕ is commutative.

Corollary 7.6. Every weakly commutative wPEMV-algebra M without top element
admits an associated wPEMV-algebra N with top element representing M . More-
over, for each x ∈ N , x∼ = x− and N is also weakly commutative.

Proof. If M is weakly commutative, then the identity mapping ϕ is both a left and
right unitization automorphism. Existence of N follows from Theorem 7.5.

Now, let x ∈ M . Since the identity mapping is both a left and right unitization
automorphism, by [23, Lem 2.5, Lem 2.7] it is a unique unitization automorphism.
Then x∼∼ = x = x−− which gives x∼ = x−. On the other hand, (x∼)− = x = (x∼)∼,
so that y− = y∼ holds for each y ∈ N . Now, let, for x, y ∈ N , x+ y be defined in
N . Then x ≤ y− = y∼ giving y + x is defined in N , and vice versa.

We finish this section with a result saying how we can embed a wPEMV-algebra
without top element into a bounded distributive lattice.

We present a simple but useful lemma.

Lemma 7.7. Let M be a wPEMV-algebra. Let x, y ∈ M and let c ≥ c0 := x ⊕ y.
Then x⊙∼(x ⊕ y) = ρc0(x) ∧ y = ρc(x) ∧ y. Similarly, if c ≥ c′

0 := y ⊕ x, then
(y ⊕ x) ⊖ x = λc′

0
(x) ∧ y = λc(x) ∧ y.

Proof. Due to (W4), we have x ⊕ (x⊙∼c) = c. Moreover, x⊙∼(x ⊕ y) ≤ x⊙∼c and
by (W3), x⊙∼(x ⊕ y) ≤ y, so that x⊙∼(x ⊕ y) ≤ ρc(x) ∧ y. Now, let a ≤ ρc(x), y.
Then x + a = x +c a = x ⊕c a = x ⊕ a is defined in the pseudo MV-algebra
([0, c]; ⊕c, λc, ρc, 0, c), so that x⊙∼(x⊕ y) ≥ x⊙∼(x⊕ a) = a establishing x⊙∼(x⊕ y) =
ρc(x) ∧ y.

In the dual way, we show the second equality.
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Assume that M is a wPEMV-algebra without top element. Define the set N =
M∪M ′, M∩M ′ = ∅, whereM ′ is a set of the same cardinality as M . Let η : M → M ′

be a bijection, i.e. M ′ = η(M). We will write also η(x) = x∼, x ∈ M . On the set
N , we define a relation ≤N in the following way: Let x, y ∈ M . Then

(i) x ≤N y iff x ≤ y,
(ii) x∼ ≤N y∼ iff y ≤ x,
(iii) x ≤N y∼ iff x = y⊙∼(y ⊕ x),
(iv) y∼ 6≤N x.

Theorem 7.8. Let M be a wPEMV-algebra without top element. Then the relation
≤N on N is a lattice ordering that is an extension of ≤ on M and N under this
order is a bounded distributive lattice.

Proof. (1) The relation ≤N is an extension of ≤ and it is reflexive and antisymmetric.
We show that it is also transitive. It is sufficient to exhibit the following two cases
(a) x ≤ y, y ≤N z∼ and (b) x ≤N y∼, y∼ ≤N z∼. Case (a): We have x ≤ y =
z⊙∼(z ⊕ y). Put cy = z ⊕ y and cx = z ⊕ x. Then cx ≤ cy and by Lemma 7.7, we
get ρcy(z) ∧ x = ρcx(z) ∧ x = (z⊙∼(z ⊕ x)) ∧ x = z⊙∼(z ⊕ x). On the other hand,
ρcy (z) ∧ x = (z⊙∼(z ⊕ y)) ∧ x = y ∧ x, that is x ≤N z∼.

Case (b): In this case, we have x = y⊙∼(y⊕ x) and z ≤ y. Define cy = y⊕ x and
cz = z ⊕ x, so that cz ≤ cy. Therefore,

x = y⊙∼(y ⊕ x) ≤ z⊙∼(y ⊕ x)
x = (z⊙∼(y ⊕ x)) ∧ x

= ρcy (z) ∧ x = ρcz(z) ∧ x (by Lemma 7.7)
= (z⊙∼(z ⊕ x)) ∧ x = z⊙∼(z ⊕ x),

i.e. x ≤N z∼ and ≤N is a partial order on N such that 0 ≤N x, y∼ ≤N 0∼ =: 1N ,
x, y ∈ M , and

x ≤ c ∈ M ⇒ ρc(x) ≤N x∼. (7.3)
(2) Now, we show that N is a ∧N -lattice. Take x, y ∈ N . Then clearly (i)

x ∧N y = x ∧ y. (ii) x∼ ∧N y∼ = (x ∨ y)∼. We have (x ∨ y)∼ ≤ x∼, y∼. Choose
z ∈ M and let z∼ ≤N x∼, y∼ and z ≥ x ∨ y, so that z∼ ≤ (x ∨ y)∼. Now, let
z ≤N x∼, y∼. Then x⊙∼(x ⊕ z) = z = y⊙∼(y ⊕ z) and define cx = x⊕ z, cy = y ⊕ z,
and c = (x ∨ y) ⊕ z. This yields c = cx ∨ cy and applying Lemma 7.7, we get
(x∨ y)⊙∼((x∨ y) ⊕ z) = ρc(x∨ y) ∧ z = ρc(x) ∧ ρc(y) ∧ z = ρcx(x) ∧ ρcy ∧ z = z. Both
subcases entail x∼ ∧N y∼ = (x ∨ y)∼.

Finally (iii): We show x ∧N y∼ = y⊙∼(y ⊕ x). By (W3) y⊙∼(y ⊕ x) ≤N x. In
addition, if c = y ⊕ x, then y⊙∼(y ⊕ x) = ρc(y) ≤N y∼, see (7.3). Now, take
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z ≤N x, y∼. Then z = y⊙∼(y ⊕ z) = ρc0(y) ≤ ρc0(y), where c0 = y ⊕ z, which
guarantees y +c0 z = y ⊕c0 z = y ⊕ z exists in [0, c0]. Consequently, y⊙∼(y ⊕ x) ≥
y⊙∼(y ⊕ z) = z which implies y⊙∼(y ⊕ x) = x ∧N y∼. Applying Lemma 7.7, we have
also x ∧N y∼ = x ∧ ρc(y), where c ≥ y ⊕ x.

(3) In what follows, we show that ≤N is a lattice order on N . Since N is a
∧N -lattice, we show that it is also a ∨N -lattice. (i) Clearly x∼ ∨N y∼ = (x ∧ y)∼.
(ii) We have x ∨N y = x ∨ y. If z ≥ x, y, then z ≥ x ∨ y, that is z ≥N x ∨ y. Now,
let z∼ ≥N x, y. Then x = z⊙∼(z ⊕ x), y = z⊙∼(z ⊕ y). If we put cx = z ⊕ x and
cu = z ⊕ y, then c := z ⊕ (x ∨ y) = cx ∨ cy. Check

z⊙∼(z ⊕ (x ∨ y)) = z⊙∼((z ⊕ x) ∨ (z ⊕ y))
= ρc(z) ∧ (x ∨ y) = (ρc(z) ∧ x) ∨ (ρc(z) ∧ y)
= x ∨ y,

where we have used Lemma 7.7.
In (iii) we assert that x∼ ∨N y = ((x⊕y)⊖y)∼. By (W3), we have (x⊕y)⊖y ≤ x,

so that x∼ ≤N ((x⊕y)⊖y)∼. On the other hand, (x⊕y)⊖y = λc(y), where c = x⊕y.
Then ρc((x⊕y)⊖y) = y. Property (7.3) entails y = ρc((x⊕y)⊖y) ≤N ((x⊕y)⊖y)∼.
That is x∼, y ≤ ((x⊕ y) ⊖ y)∼.

Now, let z ≥N x∼, y. Then z ∈ M ′, so that we assume z∼ ≥N x∼, y which gives
z ≤ x and y = z⊙∼(z ⊕ y). Set c = z ⊕ y. Then y = ρc(z) and z = λc(y) ≤ λc(y).
Therefore, z +c y = z ⊕c y = z ⊕ y is defined in [0, c]. This entails (x ⊕ y) ⊖ y ≥
(z ⊕ y) ⊖ y = z and ((x ⊕ u) ⊖ y)∼ ≤N z∼ which finishes the proof of (iii). Using
Lemma 7.7, we have also x∼ ∨N y = (λc(y) ∧ x)∼, where c ≥ x⊕ y.

Altogether ≤N is a lattice order on N .
(4) We show that (a ∨N b) ∧N c = (a ∧N c) ∨N (b ∧N c). Assume x, y, z ∈ M . It

is clear that this distributivity law holds for a = x, b = y, c = z and for a = x∼,
b = y∼, c = z∼. We verify the following cases.

Case (i): a = x, b = y and c = z∼. Set c = z ⊕ (x∨ y) = cx ∨ cy with cx = z ⊕ x
and cy = z ⊕ y. By (2)(iii), we have

(x ∨N y) ∧N z∼ = (x ∨ y) ∧N z∼ = ρc(z) ∧ (x ∨ y)
= (ρc(z) ∧ x) ∧ (ρc(z) ∧ y)
= (ρcx(z) ∧ x) ∨ (ρcy (z) ∧ y)
= (x ∧N z∼) ∨N (y ∧N z∼).

Case (ii): a = x, b = y∼, c = z. Due to Lemma 7.7, (2)(iii), and (3)(iii), take a
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sufficiently large c ∈ M . Then

(x ∨N y∼) ∧N z = (λc(x) ∧ y)∼ ∧N z

= ρc(λc(x) ∧ y) ∧ z = (x ∧ z) ∨ (z ∧ ρc(y))
= (x ∧N z) ∨N (y∼ ∧N z).

Case (iii): a = x∼, b = y∼, c = z. Take again sufficiently large c ∈ M . Then

(x∼ ∨N y∼) ∧N z = (x ∧ y)∼ ∧N z = ρc(x ∧ y) ∧ z

= (ρc(x) ∨ ρc(y)) ∧ z = (ρc(x) ∧ z) ∨ (ρc(y) ∧ z)
= (x∼ ∧N z) ∨N (y∼ ∧N z).

Case (iv): a = x∼, b = y, c = z∼. Take a sufficiently large c, then

(x∼ ∨N y) ∧N z∼ = (λc(y) ∧ x)∼ ∧N z∼ = ((λc(y) ∧ x) ∨ z)∼

= ((λc(y) ∨ z) ∧ (x ∨ z))∼ = (λc(y) ∨ z)∼ ∨N (x ∨ z)∼

= (y ∧N z∼) ∨N (x∼ ∧N z∼).

(5) In the same way, we can show that also the second distributivity law (a ∧N

b) ∨N c = (a ∨N c) ∧N (b ∨N c) holds for all a, b, c ∈ N .

In what follows, we introduce two new algebras: bricks and clans. According to
[4], an algebra (B; ⊖,⊙∼, 1) of type (2,2,0) is said to be a brick if the following holds:

(B1) (a⊙∼a)⊙∼b = b = b⊖ (a⊖ a);

(B2) a⊙∼(b⊖ c) = (a⊙∼b) ⊖ c;

(B3) a⊖ (b⊙∼a) = (b⊖ a)⊙∼b;

(B4) 1 ⊖ (a⊙∼1) = a.

Due to [4], a⊖a = b⊖ b = a⊙∼a = b⊙∼b for all a, b ∈ B. The element a⊖a is denoted
as 0. If we define a ≤ b iff a ⊖ b = 0, then 0 ≤ x ≤ 1 for each x ∈ B and B is a
∧-semilattice, a ∧ b = a⊖ (b⊙∼a) = (b⊖ a)⊙∼b, and due to [31, Lem 3.1], it is also a
lattice. For example, every pseudo MV-algebra can be viewed also as a brick.

An algebra (C,⊖,⊙∼) of type (2,2) is called a cone algebra (cone, for simplicity),
if

(C1) (a⊙∼a)⊙∼b = b = b⊖ (a⊖ a);
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(C2) (a⊙∼b) ⊖ c = a⊙∼(b⊖ c);

(C3) a⊖ (b⊙∼a) = (b⊖ a)⊙∼b;
(C4) (a⊙∼b)⊙∼(a⊙∼c) = (b⊙∼a)⊙∼(b⊙∼c);
(C5) (c⊖ a) ⊖ (b⊖ a) = (c⊖ b) ⊖ (a⊖ b).

According to [4, p. 65], every brick is a cone algebra. Similarly as for bricks, we
put 0 = a⊖a = a⊙∼a which is the same for each a ∈ C. The most important example
of cone algebras is the positive cone of any ℓ-group G with g ⊖ h = (g − h) ∨ 0 and
g⊙∼h = (−g + h) ∨ 0, g, h ∈ G+.

Now, we are able to present a main result, representation theorem for wPEMV-
algebras which generalizes Theorem 6.2 for representable wPEMV-algebras.
Theorem 7.9 (Basic Representation Theorem for wPEMV-algebras). Every
wPEMV-algebra M either has a top element and so it is an associated wPEMV-
algebra or it can be embedded into an associated wPEMV-algebra N with top element
as a maximal and normal ideal of N . Moreover, every element of N is either the
image of x ∈ M or is a right complement of the image of some element x ∈ M .
Proof. Let (M ; ∨,∧,⊕,⊖,⊙∼, 0) be a wPEMV-algebra. If M is with top element,
the statement is trivial. Thus, let M have no top element. It is easy to verify that
(M ; ⊖,⊙∼) is a clan algebra. Due to the Second Embedding Theorem of Bosbach,
[4], every cone algebra can be embedded into some brick B. By [31, Thm 3.3] as well
as by [29, Cor] and [30, Cor], bricks and pseudo MV-algebras are term equivalent.

We note that in wPEMV-algebras, using (W3) and (v) of Proposition 3.2, we
have: Given x, y ∈ M , x ⊕ y can be defined from ⊖ and ⊙∼, respectively, in this
way: x ⊕ y = max{z ∈ M | z ⊖ y ≤ x} = max{z ∈ M | x⊙∼z ≤ y}. The
same is true in bricks thought as pseudo MV-algebras or as bounded associated
wPEMV-algebras. In other words, the wPEMV-algebra M can be embedded into
an associated wPEMV-algebra B with top element.

Applying the general result of Theorem 5.14 from the first part, we conclude the
assertion in question.

As a corollary of the latter theorem, we have that every wPEMV-algebra admits a
unique left unitization automorphism and a unique right unitization automorphism,
see Theorem 7.5.

Finally, we present a generalization of Corollary 6.8:
Corollary 7.10. The variety of wPEMV-algebras is the least variety containing the
class of associated wPEMV-algebras.
Proof. It follows the analogous steps as Corollary 6.8.
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8 Subvarieties of wPEMV-algebras
In the section, we define different kinds of subvarieties of wPEMV-algebras, namely,
cancellative, perfect, commutative, weakly commutative, and normal-valued ones
and for some of them we present an equational base.

The variety wPEMV of wPEMV-algebras has the following subvarieties: (i) O, the
variety of wPEMV-algebras satisfying the equation x = 0; it contains only the trivial
algebra, (ii) Bool, the variety of wPEMV-algebras satisfying the equation x⊕x = x.
(iii) wEMV, the wPEMV-algebras satisfying the equation x ⊕ y = y ⊕ x. Then
O  Bool  wEMV  wPEMV. We note that according to [21, Thm 3.23], the variety
of commutative wPEMV-algebra wEMV has only countably many subvarieties. In
this section, we show that the variety wPEMV has uncountably many subvarieties.

We introduce two important unital ℓ-groups, for more details, see [8, Chap 6]. We
denote by Aut(R) the set of order automorphisms on R, i.e. the set of all continuous
strictly increasing mappings from R onto R. Let u ∈ Aut(R) be the translation
u(t) = t+ 1, t ∈ R, and

BAut(R) := {g ∈ Aut(R) : ∃n ≥ 1, u−n ≤ g ≤ un}.

Then Aut(R) generates the variety of ℓ-groups, [8, Thm 38.23], (BAut(R), u) is a
unital ℓ-group and Γ(BAut(R), u) generates the variety of pseudo MV-algebras, see
[15, Cor 4.9]. By the way, if some identity containing only ∨,∧,⊖,⊙∼ holds in the
positive cone wPEMV-algebra Aut(R)+, then it holds in every wPEMV-algebra, see
the note just after Theorem 4.6.

Theorem 8.1. Let Can be the class of cancellative wPEMV-algebras. Then Can is a
proper subvariety of the variety wPEMV-algebras and a wPEMV-algebra M belongs
to Can if and only if M satisfies the identities

x = (x⊕ y) ⊖ y, x = y⊙∼(y ⊕ x).

If Canc is the class of commutative cancellative wPEMV-algebras, then it is an atom
in the lattice of subvarieties of commutative wPEMV-algebras, and it has a single
generator, Z+. Moreover, the subvariety Can contains uncountably many subvari-
eties of cancellative wPEMV-algebras and the wPEMV-algebra Aut(R)+ generates
the variety Can. The subvariety Bool is an atom in the lattice of subvarieties of the
variety of wPEMV-algebras.

Proof. Let a wPEMV-algebra M satisfy the two identities. Assume x⊕ y = x⊕ z.
Then y = x⊙∼(x⊕y) = x⊙∼(x⊕z) = z. Similarly, x1 ⊕y = x2 ⊕y implies x1 = x2, i.e.
M is cancellative. Conversely, let M be cancellative. According to Theorem 5.8(2),
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M is isomorphic to a wPEMV-algebra of the positive cone G+ of some ℓ-group G.
Hence, M satisfies both equations.

Let LG be the variety of all ℓ-groups, and let Ψ : LG → Can be a mapping
defined by Ψ(G) = (G+; ∨,∧,⊕,⊖,⊙∼, 0) assigning for every ℓ-group G its wPEMV-
algebra of the positive cone G+. Using the Nakada theorem, [24, Prop X.1], it is
possible to show that Ψ defines a categorical equivalence between the category of
cancellative wPEMV-algebras and the category of ℓ-groups. If V is a subvariety of
ℓ-groups, then Ψ(V) is a subvariety of cancellative wPEMV-algebras. Let V1 and
V2 be two different subvarieties of ℓ-groups and take an ℓ-group G ∈ V1 \ V2. Then
Ψ(G) ∈ Ψ(V1) \ Ψ(V2). Therefore, the mapping Ψ is injective.

Let V be a subvariety of cancellative wPEMV-algebras. Then V is defined by a
set of equations Σ in the language of ∨,∧,⊕,⊖,⊙∼. Since x ⊕ y = x + y, x ⊖ y =
(x − y) ∨ 0, x⊙∼y = (−x + y) ∨ 0, equations in Σ use the language of ℓ-groups
with variables in G+. For each (σ = τ) ∈ Σ, let (σ′ = τ ′) be the equation in the
language of ℓ-groups obtained from (σ = τ) by replacing x ⊕ y by x + y, x ⊖ y by
(x− y) ∨ 0 and x⊙∼y by (−x+ y) ∨ 0. Then G+ |= (σ = τ) iff for all g1, . . . , gn ∈ G+,
σ(g1, . . . , gn) = τ(g1, . . . , gn). This is true iff G+ |= (σ′ = τ ′), equivalently, for all
g1, . . . , gn ∈ G+, we have σ′(g1, . . . , gn) = τ ′(g1, . . . , gn). Now, let (σ′′ = τ ′′) be
the equation obtained by replacing each variable x in σ′ = τ ′ be x ∨ 0. Whence,
G+ |= (σ′ = τ ′) iff G |= (σ′′ = τ ′′). Let V be the subvariety of ℓ-groups defined by all
equations (σ′′ = τ ′′) where (σ = τ) ∈ Σ. Therefore, Ψ(V) = V and Ψ is surjective.

It is well-known that the variety of ℓ-groups has uncountably many different sub-
varieties, see [27, Thm 10.K], [8], consequently, the variety Can contains uncountably
many mutually different subvarieties of cancellative wPEMV-algebras.

The fact that Canc is an atom in the variety of wEMV-algebras was established in
[21, Thm 3.22] and the notes just before the present theorem establish that Aut(R)+

generates Can.
Finally, let V be any non-zero subvariety such that O 6⊆ V ⊆ Bool. Since Bool

contains only those commutative wPEMV-algebras M such that M = I(M), then
every M has a representing wEMV-algebra where each element is idempotent. Then
V contains only commutative wPEMV-algebras K such that K = I(K). Conse-
quently, every K ∈ V is an associated wPEMV-algebra, so it is a q-subvariety of
EMV-algebras in the sense of [18], and in view of the proof of [18, Thm 5.22], there
is a one-to-one relationship between q-subvarieties of EMV-algebras and subvarieties
of MV-algebras. Therefore, Bool = V.

In the language of integral GMV-algebras, the above equational base for can-
cellative integral GMV-algebras was established also in [1].

We note that the variety of Boolean algebras is the least non-trivial subvariety of
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MV-algebras, because every proper subvariety of MV-algebras is determined only by
finitely many equations using a single variable, see [11]. Therefore, it is contained in
each non-zero subvariety of MV-algebras. We have to note that this is not true for
the subvariety Bool and any non-zero subvariety of wEMV-algebras, because each
non-zero generalized Boolean algebra is not cancellative, i.e. Bool 6⊆ Canc. We note
that Bool ∩ Can = O.

Corollary 8.2. The variety Can contains uncountably many subvarieties of repre-
sentable cancellative wPEMV-algebras. Consequently, the variety of representable
wPEMV-algebras contains uncountably many subvarieties of representable wPEMV-
algebras.

Proof. Due to [8, Thm 61.24], the variety of representable ℓ-groups contains uncount-
ably many subvarieties of representable ℓ-groups. Applying the proof of Theorem
8.1, we conclude the results.

Lemma 8.3. Let Wcom be the class of weakly commutative wPEMV-algebras. Then
Wcom is a variety. In addition, it contains uncountably many subvarieties.

Proof. First we note that a wPEMV-algebra with top element is weakly commutative
iff x− = x∼ for all x ∈ M . Indeed, ifM is weakly commutative, then from x−+x = 1,
we conclude x + x− is defined in M , so that x− ≤ x∼. And similarly, x + x∼ = 1
entails x∼ + x is defined so that x∼ ≤ x−. Conversely, suppose x− = x∼ for each
x ∈ M . Let x+ y be defined in M . Then x ≤ y− = y∼, so that y+ x is defined and
vice versa.

Let M1 be a subalgebra of M ∈ Wcom. Let for x, y ∈ M1, x + y be defined in
M1. Then x + y is defined in M and consequently, y + x is defined in M . Since
y+ x = y⊕x =: c ∈ M1, we have y ≤ c⊖ x ∈ M1, and y+ x is defined in M1 giving
M1 ∈ Wcom.

If (Mt)t∈T is a system of weakly commutative wPEMV-algebras, then the direct
product ∏

t∈T Mt is evidently also weakly commutative.
LetM be weakly commutative and let φ : M → N be a surjective homomorphism

of wPEMV-algebras. If M has a top element 1, then φ(1) is a top element of
N . Since M is weakly commutative, we have x∼ = x− for each x ∈ M , so that
φ(1) ⊖ φ(x) = φ(1 ⊖ x) = φ(x⊙∼1) = φ(x)⊙∼φ(1) establishing that N is also weakly
commutative.

Assume that M has no top element. We have two cases. Case (i): N is with
top element. Then there is u ∈ M such that φ(u) is a top element of N . For each
x ∈ [0, u], we have λu(x) +x = u, so that x+λu(x) is defined in M . Due to Lemma
4.4, for each c ≥ u we have λu(x) ≤ ρc(x), which gives φ(u) ⊖ φ(x) ≤ φ(x)⊙∼φ(c) ≤
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φ(x)⊙∼φ(u). In a similar way, from x+ρu(x) = u, we derive φ(x)⊙∼φ(u) ≤ φ(u)⊖φ(x).
Now, let x ∈ M be arbitrary. Then φ(x) = φ(x ∧ u) which by the last reasoning
entails φ(x)− = φ(x ∧ u)− = φ(x ∧ u)∼ = φ(x)∼ and this implies N ∈ Wcom.

Case (ii): N has no top element. Assume that for some x, y ∈ M , φ(x) + φ(y)
is defined in N . Then φ(x) + φ(y) = φ(x) ⊕ φ(y) = φ(x ⊕ y). Due to Corollary
7.6, M has a weakly commutative representing wPEMV-algebra with top element.
Clearly (x∧ y−) + y is defined in M , (x∧ y−) + y = x⊕ y, and x∧ y− = (x⊕ y) ⊖ y.
Since M is weakly commutative, the element y + (x ∧ y−) = y + (x ∧ y∼) is also
defined in M and due to (8) of the proof of Theorem 7.3, we have y + (x ∧ y−) =
y + ((x ⊕ y) ⊖ y) = y + (y⊙∼(y ⊕ x)). Then φ(y) + φ(x ∧ y−) exists in N and
φ(y) + φ(x ∧ y−) = φ(y) + φ((x ⊕ y) ⊖ y) = φ(y) + ((φ(x) ⊕ φ(y)) ⊖ φ(y)) =
φ(y) + ((φ(y) + φ(y)) ⊖ φ(y)) = φ(y) + φ(x) ∈ N .

Summarizing all three items, we have Wcom is a subvariety of wPEMV-algebras.
Since Can ⊆ Wcom and by Corollary 8.2, Can contains uncountably many sub-

varieties, and they are subvarieties also of Wcom.

In [21, Thm 3.21], it was shown that the variety of (commutative) wEMV-
algebras is the least variety containing all EMV-algebras (= associated wEMV-
algebras). In Corollary 6.8, this result was extended to the class of representable
associated wPEMV-algebras. Now we extend this result for the class of weakly
commutative wPEMV-algebras.
Corollary 8.4. The variety Wcom of weakly commutative wPEMV-algebras is the
least subvariety of wPEMV-algebras containing the class of associated weakly com-
mutative wPEMV-algebras.

Proof. Due to Lemma 8.3, the class of weakly commutative wPEMV-algebras is
a variety and every weakly commutative wPEMV-algebra possesses a representing
wPEMV-algebra with top element. The rest of the proof is the same as the one of
Corollary 6.8.

We note that it can happen that if a wPEMV-algebra M without top element
belongs to some subvariety, so it is true for its representing wPEMV-algebra N with
top element. For example, due to Theorem 6.2, a wPEMV-algebra belongs M to the
variety Repr iff its representing wPEMV-algebra N also belongs to Repr. In general,
it can happen that M belongs to a variety V but N /∈ V. This is true for example
for the wPEMV-algebra of the positive cone G+ ∈ Can but Γa(Z−→× G, (1, 0)) /∈ Can;
this is true for each ℓ-group G.

In Proposition 6.7 it was shown that if M ∈ Repr, then also the interval wPEMV-
algebra Ma = ([0, a]; ∨,∧,⊕a,⊖,⊙∼, 0) also belongs to the same variety for each
a ∈ M . In the next proposition we show how this result holds for other subvarieties.

2424



Weak Pseudo EMV-algebras. II. Representation and Subvarieties

Proposition 8.5. Suppose a wPEMV-algebra M belongs to a subvariety V of
wPEMV-algebras. If a ∈ I(M), then the interval wPEMV-algebra Ma = [0, a] also
belongs to V.

Proof. To show different techniques used in theory of wPEMV-algebras, we present
two proofs.

(i) Define a mapping fa : M → [0, a] by fa(x) = x ∧ a, x ∈ M . We show that fa

is a homomorphism of wPEMV-algebras. Clearly fa(0) = 0 and by Proposition 5.2,
we have that fa preserves ⊕. By Theorem 4.3, the algebra ([0, a]; ⊕a, λa, ρa, 0, a) is a
pseudo MV-algebra. According to Corollary 4.7, ([0, a]; +a, 0, a) and ([0, b]; +b, 0, b)
are PEAs, where b ≥ a. Take x, y ∈ [0, b] and let x +b y be defined in [0, b]. We
show that (x ∧ a) +a (y ∧ a) is defined in the PEA ([0, a]; +a, 0, a) and

(x ∧ a) +a (y ∧ a) = (x+b y) ∧ a. (∗)

Since b⊕b b = b and a⊕ a = a = a⊕b a, a and b are Boolean elements in the pseudo
MV-algebra [0, b], for them Proposition 5.3(ii) holds. Then x ≤ λb(y), so that

x ∧ a ≤ λb(y) ∧ a ≤ λb(y ∧ a) ∧ a = λa(y ∧ a),

which implies (x ∧ a) +a (y ∧ a) is defined in the PEA [0, a]. Moreover, (x ⊕ y) =
(x+b y)∧a ≥ (x∧a)+b (y∧a) = (x∧a)+a (y∧a) = (x∧a)⊕ (y∧a), which proves
(∗). Equation (∗) implies also if u ≤ v ≤ b, then (v \ b u) ∧a = (v∧a) \ a (u∧a) and
(u / b v) ∧ a = (u ∧ a) / a (v ∧ a). Therefore, the restriction of fa onto the PEA [0, b]
is a surjective homomorphism of pseudo effect algebras.

Now, let x, y ∈ M and x, y ≤ b. Then

(x⊖ y) ∧ a = (x⊖ (x ∧ y)) ∧ a =
= (x \ b (x ∧ y)) ∧ a = (x ∧ a) \ a (x ∧ y ∧ a)
= (x ∧ a) ⊖ (y ∧ a).

In a dual way, we show also (x⊙∼y) ∧ a = (x ∧ a)⊙∼(y ∧ a). Therefore, the mapping
fa : M → [0, a] is a surjective homomorphism of wPEMV-algebras, consequently,
the wPEMV-algebra Ma ∈ V.

(ii) Since a is an idempotent, the interval [0, a] is a normal ideal of M which
is closed under ∨,∧,⊕,⊖,⊙∼, and 0 so it is a subalgebra of M which implies the
wPEMV-algebra Ma ∈ V.

On the other hand, if we take the positive cone G+ of a non-zero ℓ-group G,
then G+ ∈ Can but Ma /∈ Can for each a ∈ G \ {0}.
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In addition, it is important to underline that if a ∈ M is not idempotent, then
the mapping fa : M → [0, a] defined by fa(x) = x ∧ a, x ∈ M , is not necessarily a
homomorphism.

It is worthy of notifying that if a wPEMV-algebra M without top element ad-
mits a representing wPEMV-algebra N with top element, then on N we have the
associative binary operation ⊙ that is defined by x⊙ y = (y− ⊕ x−)∼, x, y ∈ N . If
x, y ∈ M , then x⊙ y ∈ M . Hence, for each x ∈ N , and any integer n ≥ 0, we define

x0 := 1, xn := xn−1 ⊙ x, if n ≥ 1.

In what follows, we describe the variety consisting of all representing wPEMV-
algebras of Can.

Let Perf denote the class of wPEMV-algebras of the form (Γa(Z−→× G, (1, 0)); ∨,
∧,⊕,⊖,⊙∼, 0), where G is any ℓ-group. Then Γa(Z−→× G, (1, 0)) is a weakly commuta-
tive and wPEMV-algebra with top element representing the cancellative wPEMV-
algebra of the positive cone G+. The class Perf is not a variety because it is not
closed under the direct product. Indeed, the wPEMV-algebra Γa(Z−→× Z, (1, 0)) ×
Γa(Z−→× Z, (1, 0)) does not belong to Perf. Such a class of MV-algebras, called perfect
MV-algebras, was studied in [10].

Theorem 8.6. Let V0(Perf) be the subvariety generated by class Perf and let BP be
the variety of weakly commutative wPEMV-algebras that satisfy the equation

(2.x)2 = 2.x2. (8.1)

Then V0(Perf) = BP and Can is a proper subvariety of V0(Perf) and if G = Aut(R)+,
then Γa(Z−→× G, (1, 0)) is a generator of V0(Perf).

Proof. Due to Lemma 8.3, the class of weakly commutative wPEMV-algebras is a
variety. It is easy to verify that every cancellative wPEMV-algebra satisfies the
equation (8.1). Then Can  V0(Perf) because Γa(Z−→× G, (1, 0)) ∈ V0(Perf) \ Can for
every ℓ-group G. We note that by Theorem 8.1, the positive cone Aut(R)+ generates
the variety Can, hence, Γa(Z−→× Aut(R)+, (1, 0)) generates the variety V0(Perf).

It is also easy to verify that every perfect wPEMV-algebra Γa(Z−→× G, (1, 0)) is
weakly commutative and satisfies (8.1), so that V0(Perf) ⊆ BP.

On the other side, if M ∈ BP has a top element, then it is equivalent to a
pseudo MV-algebra, and by [9, Thm 6.6], this pseudo MV-algebra belongs to the
variety generated by all pseudo MV-algebras Γ(Z−→× G, (1, 0)), G ∈ LG. Whence, M
belongs to V0(Perf), and in addition, every wPEMV-subalgebra of M also belongs
to V0(Perf). Now, let M ∈ BP do not have a top element. Since M is weakly
commutative, by Corollary 7.6, M possesses a representing weakly commutative
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wPEMV-algebra N with top element. Without loss of generality, we can assume
that M ⊂ N . Then every element x ∈ M satisfies (8.1). If x ∈ N \M , then x = x∼

0
for some x0 ∈ M . It is easy to verify that x also satisfies equation (8.1), i.e. N ∈ BP
and both N and M also belong to V0(Perf). In other words, BP ⊆ V0(Perf), and
finally BP = V0(Perf).

In what follows, we will interested in normal-valued wPEMV-algebras. There-
fore, we start with presenting the following result.

Proposition 8.7. Let I be an ideal of a wPEMV-algebra M and let g ∈ M \ I.
Then there is an ideal V of M containing I and not containing g that is maximal
with respect to this property. Moreover, V is prime.

Proof. Applying the Zorn lemma, there is an ideal V of M maximal with respect
to the property containing I and not containing g. Let A and B be two ideals of
M which properly contain V . Then they contain also the element g. Therefore,
V  A ∩B which by (vii) of Lemma 5.4 guarantees that V is prime.

If I = {0}, every ideal V from Proposition 8.7 is said to be a value of g > 0. The
ideal V ∗ = V ∨ I0(g) is said to be a cover of V . A wPEMV-algebra M is said to be
normal-valued if every value V of g > 0 is normal in its cover (i.e. g ⊕ V = V ⊕ g
for each g ∈ V ∗). In [13, Thm 6.8], the class of normal-valued pseudo MV-algebras
forms a variety. Its equational base is

(x⊕ y) ∧ (2.y ⊕ 2.x) = x⊕ y. (8.2)

This notion corresponds to the notion of normal-valued ℓ-group. An ℓ-group G is
normal-valued iff it satisfies the equation g+ h ≤ 2h+ 2g for all g, h ∈ G+, [8, Thm
41.1], and the variety of normal-valued ℓ-groups is the biggest proper subvariety of
ℓ-groups, see [8, Cor 58.12]. Nevertheless that a pseudo MV-algebra M = Γ(G,u)
is normal-valued iff G is normal-valued, [13, Prop 6.2], the variety of normal-valued
pseudo MV-algebras is not the biggest proper subvariety of the variety of MV-
algebras because, it is a proper subvariety of the variety of pseudo MV-algebras
where every maximal ideal is normal, see [15, Prop 6.2]; it does not have a parallel
with ℓ-groups. Therefore, we can formulate the following corollary.

Corollary 8.8. The class of cancellative wPEMV-algebras satisfying equation (8.2)
is the biggest proper subvariety of the variety Can.

In the next result we show that the class of normal-valued wPEMV-algebras
forms a variety.
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Theorem 8.9. The class NV of normal-valued wPEMV-algebras forms a variety
and the variety of representable wPEMV-algebras is a proper subvariety of NV. In
addition, the class of cancellative and normal-valued wPEMV-algebras is the biggest
proper subvariety of the variety Can.

Proof. We show that the class NV is closed under forming subalgebras, homomorphic
images, and direct products.

(1) If M1 is a subalgebra of M ∈ NV, then M1 ∈ NV.

Let V1 and V ∗
1 be a value and its cover, respectively, of an element g ∈ M1 \ {0}.

Let 〈V1〉 be the ideal of M generated by V1. Then g /∈ 〈V1〉. Let V be an ideal of
M maximal with respect to the condition V contains 〈V1〉 and does not contain g.
In addition, let V ∗ be its cover in M . Then M1 ∩ V = V1 and M1 ∩ V ∗ = V ∗

1 . If
x, y ∈ V ∗

1 , then the normality of V in V ∗ implies that x⊙∼y ∈ V1 iff y⊙∼x ∈ V1.

(2) If M1 ∈ NV and ψ : M1 → M2 is a surjective homomorphism, then M2 ∈ NV.

Let V2 be a value of g ∈ M2 \ {0} and V ∗
2 be its cover. Let V1 = ψ−1(V2) and

V ′
1 = ψ−1(V ∗

2 ). It is straightforward to verify that V1 and V ′
1 are ideals of M1. Let

x0 ∈ ψ−1({g}). Then x0 ∈ V ′
1 \ V1. Let V0 be the ideal of M1 generated by V1 and

x0. Then ψ(V0) is an ideal of M2 containing V2 and contained in V ∗
2 , which shows

ψ(V0) = V ∗
2 .

Now, we show that ψ−1(V ∗
2 ) = V0. Clearly, V0 ⊆ ψ−1(V ∗

2 ). On the other hand,
let x ∈ ψ−1(V ∗

2 ). Then ψ(x) ≤ v1 ⊕g⊕· · · ⊕vn ⊕g =: z for some v1, . . . , vn ∈ V2 and
some n ≥ 1. There are u1, . . . , un ∈ V1 such that ψ(ui) = vi for each i = 1, . . . , n
and the element w = u1 ⊕ x0 ⊕ · · · ⊕ un ⊕ x0 belongs to V0. Therefore,

ψ(x⊖ w) = ψ(x) ⊖ ψ(w) = ψ(x) ⊖ z = 0,

which implies x⊖ w ∈ ψ−1({0}) ⊆ ψ−1(V2) = V1 ⊆ V0. Then due to (W4), x ∨w =
(x⊖w)⊕w ∈ V0 and finally x ∈ V0, which finishes the proof that V0 = ψ−1(V ∗

2 ) = V ′
1 .

This yields V2 is a value of x0 and V ∗
1 = V ′

1 = V0 is its cover. Now, if ψ(x), ψ(y) ∈ V ∗
1 ,

we have ψ(x) ⊖ ψ(y) = ψ(x ⊖ y) and ψ(y)⊙∼ψ(x) = ψ(y⊙∼x), and the normality of
V1 in V ∗

1 entails the normality of V2 in V ∗
2 , establishing M2 ∈ NV.

(3) If M is a direct product of normal-valued wPEMV-algebras, then M ∈ NV.

Let M =
∏

iMi, where every Mi belongs to NV. Let V be a value of some
g = (gi)i > 0 in M and let V ∗ be the cover of V . Define Vi := πi(V ) and V ∗

i = πi(V ∗)
for each i, where πi is the i-th projection from M onto Mi. Then either Vi  V ∗

i or
Vi = V ∗

i .
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In the first case, fix i0, then gi0 ∈ V ∗
i0 \ Vi0 and we assert Vi0 is a value of gi0 .

Take an ideal Ui0 of Mi0 containing Vi0 and not containing gi0 . Then U = ∏
iAi,

where Ai = Ui0 if i = i0 and Ai = {0i} otherwise, is an ideal of M containing
V and it does not contain g. The ideal V ∨ U has to contain g, so that g ≤
(v1

i )i ⊕ (u1
i )i ⊕ · · · ⊕ (vn

i )i ⊕ (un
i )i, where (vk

i )i ∈ V and (uk
i )i ∈ U for k = 1, . . . , n.

Then gi0 ≤ v1
i0 ⊕u1

i0 ⊕· · ·⊕vn
i0 ⊕un

i0 . But all vk
i0 , u

k
i0 ∈ Ui0 which yields a contradiction

gi0 ∈ Ui0 . Therefore, Vi0 is a value of gi0 .
Now, we show that V ∗

i0 is a cover of Vi0 . Let yi0 ∈ V ∗
i0 \Vi0 and let y be an arbitrary

element of V ∗ \ V whose the i0-th coordinate is yi0. There are (v1
i )i, . . . , (vj

i )i ∈ V

such that y ≤ (v1
i )i ⊕ g⊕ · · · ⊕ (vj

i )i ⊕ g, which implies yi0 ≤ v1
i0 ⊕ gi0 ⊕ · · · ⊕vj

i0 ⊕ gi0 ,
where v1

i0 , . . . , v
j
i0 ∈ Vi0 . This proves that V ∗

i0 is a cover of Vi0 in Mi0 .
Finally, let x = (xi)i and y = (yi)i be elements of V ∗. In the first situation

when Vi  V ∗
i , we have xi, yi ∈ V ∗

i and xi ⊖ yi ∈ Vi iff yi⊙∼xi ∈ Vi. If Vi = V ∗
i , Vi

is trivially normal in V ∗
i . Therefore, Vi is normal in V ∗

i for each i. Consequently,
M ∈ NV.

Now let M be any linearly ordered wPEMV-algebra. Due to Theorem 5.8, either
M is with top element or M is cancellative. In the first case, Theorem 6.2 says M
possesses a representable and representing wPEMV-algebra N with top element.
Therefore, N can be viewed as a representable pseudo MV-algebra and according
to [13, Thm 6.11], N is normal-valued, so that M ∈ NV. If M is cancellative, then
M ∼= G+ for some ℓ-group G and N = Γa(Z−→× G, (1, 0)) is its representing and
representable wPEMV-algebra with top element. Also in this case N as a pseudo
MV-algebra is a normal-valued pseudo MV-algebra, consequently M ∈ NV. In
either case Repr ⊆ NV. Since there is a normal-valued pseudo MV-algebra that is
not representable, [13, Ex 2.2], Repr is a proper subvariety of NV.

By a way, the class of cancellative normal-valued wPEMV-algebras is the biggest
proper subvariety of the variety Can.

We note that a special class of normal-valued residuated lattices was studied in
[32] and due to [5, Thm 6.6], a basic pseudo hoop is normal-valued iff it satisfies (8.2)
and a sequence of additional identities. For pseudo MV-algebras the only identity
(8.2) is equivalent to be normal-valued, as it was already said.

Question 8.10. Is (8.2) an equational base for the variety NV?

Question 8.11. The variety of normal-valued ℓ-groups is the biggest proper subva-
riety of the variety of ℓ-groups. However, the variety of normal-valued pseudo MV-
algebras is not the biggest proper subvariety of the variety of pseudo MV-algebras,
it is a proper subvariety of the variety of pseudo MV-algebras, where each maximal
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ideal is normal, see [15, Prop 6.2]. Question: Is the subvariety of normal-valued
wPEMV-algebras the biggest proper subvariety of the variety wPEMV?

9 Conclusion

In the paper, we have introduced weak pseudo EMV-algebras which are a non-
commutative generalization of MV-algebras, generalized Boolean algebras, EMV-
algebras, pseudo MV-algebras and wEMV-algebras. The paper is divided into two
parts.

Part I: We studied the basic properties of weak pseudo EMV-algebras as al-
gebras with bottom element but top element is not assumed a priori. We pre-
sented important examples of wPEMV-algebras as cancellative ones and associated
wPEMV-algebras. Using Bosbach’s [3] notion of a semiclan and deriving a partial
addition +, we have shown that every wPEMV-algebra (M ; ∨,∧,⊕,⊖,⊙∼, 0) can be
embedded into the positive cone of some ℓ-group preserving all operations besides
⊕, Theorem 4.6. In Theorem 4.3, we have established that every interval [0, c] in a
wPEMV-algebra can be converted into a pseudo MV-algebra ([0, c]; ⊕c, λc, ρc, 0, c),
where x⊕c y = (x⊕ y) ∧ c, see Theorem 4.3. Moreover, Proposition 4.9 shows that
wPEMV-algebras can be studied also in an equivalent way as integral GMV-algebras
in the sense of [2, 25], a special class of residuated lattices. Using it, some results
can be established also in this way which were established also for GMV-algebras,
see [1, 2, 25].

We investigated a main question when a wPEMV-algebra M without top element
can be embedded into a wPEMV-algebra N with top element as a maximal and
normal ideal of N such that every element outside of the image of M in N is a
complement of some element from the image of M . N is said to be representing the
PEMV-algebra M . A sufficient condition was given in Theorem 5.14. First such a
question was exhibited in [7] for generalized Boolean algebras and for EMV-algebras,
pseudo EMV-algebras and wEMV-algebras in [18, 20, 21].

Part II: One of classes, where each wPEMV-algebra admits a PEMV-algebra
representing it, is the class of representable wPEMV-algebras. We have showed
that such a wPEMV-algebra representing it is also a representable wPEMV-algebra,
Theorem 6.2. The general solution is presented in the Basic Representation Theorem
7.9.

We introduced unitizing left and right automorphisms of wPEMV-algebras and
we showed that the existence of a left (right) unitizing automorphism is a necessary
and sufficient condition in order that a wPEMV-algebra does possess a representing
wPEMV-algebra with top element, Theorem 7.3 and Theorem 7.5. We showed
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that the class of cancellative or weakly commutative wPEMV-algebras admits such
unitizing automorphisms. Using the Basic Representation Theorem 7.9, we have
that every wPEMV-algebra without top element admits unitizing automorphisms.

We have studied some interesting wPEMV-algebras which form a variety: The
variety of cancellative wPEMV-algebras, Theorem 8.1, the variety of perfect
wPEMV-algebras, Theorem 8.6, with equational base (2.x)2 = 2.x2, and the va-
riety of normal-valued wPEMV-algebras, Theorem 8.9.

The paper is accomplished with some open questions.
The presented results show how big can be a variety of different generalizations

of MV-algebras, or equivalently the variety of integral GMV-algebras. In future, we
hope to extend our knowledge on these algebras. As we have said, we know that
some results for wPEMV-algebras can be described also in the language of integral
GMV-algebras and one of our the basic results applied to integral GMV-algebras
without least element says that such an integral GMV-algebra can be embedded into
a bounded integral GMV-algebra as a maximal and normal filter.
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Abstract

The paraconsistent and paracomplete 4-valued logic PŁ4 is endowed with a
2 set-up Routley semantics.

Keywords: Paraconsistent logics; paracomplete logics; 4-valued logics; modal
4-valued logics; Routley semantics; 2 set-up Routley semantics.

1 Introduction
The paraconsistent and paracomplete 4-valued logic PŁ4 is introduced in [8]. PŁ4
is characterized by a modification of the matrix determining Łukasiewicz’s 4-valued
modal logic Ł (cf. [6], [7]]). In [8], it is shown that PŁ4 is a strong and rich logic
that is free from the Łukasiewicz-type modal paradoxes afflicting the system Ł (cf.
[9] and references therein). In [8], it is also proved that PŁ4 can be given a simple
two-valued Belnap-Dunn semantics.

In [5], Section 1, it is noted that PŁ4 is equivalent to De and Omori’s logic
BD+ (cf. [4), Zaitsev’s paraconsistent logic FDEP (cf. [17]) and Béziau’s four-
valued modal logic PM4N (cf. [2]). These four equivalent logics were obtained
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from different motivations, which we think shows that they do not correspond to an
artificial construct, but that they are four different versions of a natural logic.

The aim of this paper is to present still another perspective on PŁ4 by interpret-
ing the negation characteristic of this logic by using the Routley operator or Routley
star (cf. [14], [15], [16] and references in the last item). (It is worth remarking that
there are antecedents of the Routley operator in the classical Polish logical school,
particularly, in the works of Białynicki-Birula and Rasiowa —cf. [1], §48.2]). More
specifically, the aim of the present paper is to endow PŁ4 with a very simple 2 set-up
Routley semantics.

2 set-up Routley-Meyer semantics (RM-semantics) is defined in [3], where the
logics BN4, RM3 and Łukasiewicz’s 3-valued logic Ł3 are interpreted with a 2 set-
up RM-semantics. In addition, in [11], the logic E4 is also given a 2 set-up RM-
semantics. In the papers just quoted, models are based upon structures of the type
(K, R, ∗), where K is the 2 set-up set, ∗ is the Routley star and R is a ternary relation
defined on K. However, in the present paper, the ternary relation is dropped, that
is, the structures of interest are of the type (K, ∗), hence the label ‘2 set-up Routley
semantics’, instead of ‘2 set-up Routley-Meyer semantics1’.

The paper is organized as follows. In §2, the logic PŁ4 is recalled. In §3, PŁ4
is given a 2 set-up Routley semantics and the soundness theorem is proved. In §4,
completeness of PŁ4 w.r.t. the semantics defined in §3 is proved. Finally, in §5,
we note some brief remarks on possible future work to be done on 2 set-up Routley
semantics. We have added an appendix on some of the propositional connectives
definable in PŁ4.

2 The logic PŁ4
In this section the logic PŁ4 defined in [8] is recalled.

The propositional language consists of a denumerable set of propositional vari-
ables p0, p1, ..., pn, ..., and the following connectives: → (conditional) and ¬ (nega-
tion). The set of wffs is defined in the customary way. A, B, C, etc. are metalinguis-
tic variables. PŁ4 is formulated as a Hilbert-type axiomatic system, the notions of
‘theorem’ and ‘proof from a set of premises’ being understood in the standard way.

1We remark that in [10], §6.1, the Routley star is used to interpret classical negation in order
to provide a semantics for the logic BD+ (cf. [4]) understood as an extension of Anderson and
Belnap’s First degree entailment logic, FDE (cf. [1] and references therein) with classical negation.
However, this semantics for BD+ is neither a set-up Routley semantics nor a semantics for PŁ4,
which is defined with a De Morgan, not a classical, negation. (Nevertheless, classical negation is
definable in PŁ4 —cf. [8], Proposition 7.8.)
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Definition 1 (The logic PŁ4). The logic PŁ4 can be axiomatized as follows.
Axioms:

A1. A → (B → A)
A2. [A → (B → C)] → [(A → B) → (A → C)]
A3. [(A → B) → A] → A

A4. A → ¬¬A

A5. ¬¬A → A

A6. ¬(A → B) → (¬A → C)
A7. ¬(A → B) → ¬B

A8. ¬B → [[¬A → ¬(A → B)] → ¬(A → B)]

Rule of inference:

Modus Ponens (MP). A, A → B ⇒ B (if A and A → B, then B)

Definition 2 (The matrix MPŁ4). The propositional language consists of the con-
nectives → and ¬. The matrix MPŁ4 is the structure (V, D, F) where (1) V is
{0, 1, 2, 3} and is partially ordered as shown in the following lattice

(2) D = {3}; F = {f→, f¬} where f→ and f¬ are defined according to the follow-
ing truth-tables:

→ 0 1 2 3 ¬
0 3 3 3 3 3
1 2 3 2 3 1
2 1 1 3 3 2
3 0 1 2 3 0

In [8], it is proved that PŁ4 is determined by the degree of truth-preserving
consequence relation defined on the ordered set of values of MPŁ4.
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Remark 1 (Some theorems of PŁ4). The following theorems of PŁ4 will be used
in the sequel: (T1) A → A; (T2) (A → C) → [(B → C) → [(A → B) → B] → C]];
(T3) ¬B → [¬A → ¬[(A → B) → B]]. (In the appendix to the paper, we have
remarked some connectives definable in PŁ4, as well as some of its conspicuous
theorems.)

3 A 2 set-up Routley semantics
In this section, PŁ4 is endowed with a very simple 2 set-up Routley semantics. We
begin by defining the concept of a model and related notions.

Definition 3 (2 set-up PŁ4-models). Let ∗ be an involutive operation defined on the
set K, that is, for any x ∈ K, x = x∗∗, and let K be the two-element set {0, 0∗}. A 2
set-up Routley PŁ4-model (2PŁ4-model, for short) is a structure (K, ∗,⊨) where ⊨ is
a (valuation) relation from K to the set of all wffs such that the following conditions
(clauses) are satisfied for every propositional variable p, wffs A, B and a ∈ K:

(i). a ⊨ p or a ⊭ p

(ii). a ⊨ A → B iff a ⊭ A or a ⊨ B

(iii). a ⊨ ¬A iff a∗ ⊭ A

Definition 4 (2PŁ4-consequence, 2PŁ4-validity). For a non-empty set of wffs Γ
and wff A, Γ ⊨M A (A is a consequence of Γ in the 2PŁ4-model M) iff for all a ∈ K
in M, a ⊨ A whenever a ⊨ Γ (a ⊨ Γ iff a ⊨ B for all B ∈ Γ). Then, Γ ⊨2PŁ4 A (A
is a 2PŁ4-consequence of Γ) iff Γ ⊨M A in every 2PŁ4-model M.

In particular, if Γ = ∅, ⊨M A (A is true in M) iff a ⊨ A for all a ∈ K in M. And
⊨2PŁ4 A (A is 2PŁ4-valid) iff ⊨M A in every 2PŁ4-model.

Next, we prove the soundness theorem.

Theorem 1 (Soundness of PŁ4). For any set of wffs Γ and wff A, if Γ ⊢PŁ4 A,
then Γ ⊨2PŁ4 A.

Proof. If A ∈ Γ or A has been derived by MP, the proof is trivial; A1-A3 are
immediate by clause (ii) in Definition 3 and A4, A5 are easy by the same clause and
involutiveness of ∗. So, let us prove the 2PŁ4-validity of A6, A7 and A8.

A6, ¬(A → B) → (¬A → C), is 2PŁ4-valid: Let M be an arbitrary 2PŁ4-model
where a ∈ K and A, B, C wffs such that (1) a ⊨ ¬(A → B) (i.e., a∗ ⊭ A → B) but
(2) a ⊭ ¬A → C. Then, we have (3) a ⊨ ¬A (i.e., a∗ ⊭ A) and (4) a ⊭ C. By 1, we
get (5) a∗ ⊨ A and (6) a∗ ⊭ B. But 3 and 5 contradict each other.
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A7, ¬(A → B) → ¬B, is 2PŁ4-valid: Let M be an arbitrary 2PŁ4-model where
a ∈ K and A, B wffs such that (1) a ⊨ ¬(A → B) (i.e., a∗ ⊭ A → B) but (2) a ⊭ ¬B
(i.e., a∗ ⊨ B). By 1, we get (3) a∗ ⊨ A and (4) a∗ ⊭ B. But 2 and 4 contradict each
other.

A8, ¬B → [[¬A → ¬(A → B)] → ¬(A → B)], is 2PŁ4-valid: Let M be
an arbitrary 2PŁ4-model where a ∈ K and A, B wffs such that (1) a ⊨ ¬B (i.e.,
a∗ ⊭ B) but (2) a ⊭ [¬A → ¬(A → B)] → ¬(A → B). By 2, we have (3)
a ⊨ ¬A → ¬(A → B) and (4) a ⊭ ¬(A → B). By 3 and 4, we get (5) a ⊭ ¬A (i.e.,
a∗ ⊨ A); and by 4, we obtain (6) a∗ ⊨ A → B, whence by 1, we have (7) a∗ ⊭ A,
contradicting 5.

If Γ = ∅, the proof is similar.

Before proceeding to prove completeness, it may be interesting to present 2PŁ4-
models falsifying some conspicuous classical tautologies. We consider two 2PŁ4-
models where 0 ̸= 0∗ and distinct propositional variables p, q which are evaluated
in each one of these models as follows (if either p or q is not evaluated in 0 —or in
0∗—, this means that the variable in question can arbitrarily be evaluated).

M1: 0 ⊨ p, 0∗ ⊭ p, 0 ⊭ q.
M2: 0 ⊭ p, 0∗ ⊨ p.
We have (1) ¬A → (A → B) is falsified in M1: 0 ⊨ ¬p but 0 ⊭ p → q; (2)

A ∨ ¬A is falsified in M2: 0 ⊭ p, 0 ⊭ ¬p; (3) (¬A ∨ B) → (A → B) is falsified
in M1: 0 ⊨ ¬p ∨ q but 0 ⊭ p → q. Now, in [8], it is proved that addition of any
¬A → (A → B), A ∨ ¬A or (¬A ∨ B) → (A → B) to PŁ4 results in a system in
which all classical tautologies are derivable.

4 Completeness of PŁ4

We prove the completeness of PŁ4 w.r.t. the semantics displayed in the previous
section by using a canonical model construction. That is, we show that if Γ ⊬PŁ4 A,
then there is a prime, a-consistent theory T (the notions are defined below) such that
Γ ⊆ T and A /∈ T . This means that A is not a consequence of Γ from a canonical
point of view to be defined, whence Γ ⊭2PŁ4 A follows. We begin by defining the
notion of a theory and the classes of theories of interest in the present paper.

Definition 5 (PŁ4-theories). A PŁ4-theory (theory, for short) is a set of formulas
containing all theorems of PŁ4 and closed under Modus Ponens (MP). That is, a
is a theory iff (1) if ⊢PŁ4 A, then A ∈ a; and (2) B ∈ a whenever A → B ∈ a and
A ∈ a.
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Definition 6 (Classes of theories). Let a be a theory. We set (1) a is prime iff
whenever (A → B) → B ∈ a, then A ∈ a or B ∈ a; (2) a is trivial if it contains
all wffs; (3) a is a-consistent (‘consistent in an absolute sense’) iff a is not trivial.
Also, the following definitions will be used at the end of the section: (4) a is w-
inconsistent (‘inconsistent in a weak sense’) iff ¬A ∈ a, A being some PŁ4-theorem;
(5) a is w-consistent (‘consistent in a weak sense’) iff a is not w-inconsistent (cf.
[13] and references therein on the notion of w-consistency).

Corollary 1 (Closure under PŁ4-entailment). Let a be a theory. Then a is closed
under PŁ4-entailment. That is, if ⊢PŁ4 A → B and A ∈ a, then B ∈ a.

Proof. It is immediate by the fact that a contains all PŁ4-theorems and it is closed
under MP.

In what follows, we proceed to the definition of the canonical 2PŁ4-model. We
lean on the primeness lemma and the standard notion of “set of consequences of a
set of wffs”.

Definition 7 (The set CnΓ[PŁ4]). The set of consequences in PŁ4 of a set of wffs
Γ (in symbols, CnΓ[PŁ4]) is defined as follows. CnΓ[PŁ4] = {A | Γ ⊢PŁ4 A}.

Remark 2 (CnΓ[PŁ4] is a theory). It is clear that CnΓ[PŁ4] is a theory.

Lemma 1 (Extension to prime theories). Let a be a theory and A a wff such that
A /∈ a. Then, there is a prime theory x such that a ⊆ x and A /∈ x.

Proof. By using, for example, Kurakowski-Zorn’s Lemma, we extend a to a maximal
theory x such that A /∈ x. Suppose x is not prime. Then, there are wffs B, C such
that (B → C) → C ∈ x but B /∈ x and C /∈ x. We define the sets [x, B] = {D | B →
D ∈ x}, [x, C] = {D | C → D ∈ x}. By using A2, it is shown that [x, B] and [x, C]
are closed under MP; by using A1, that they include x; and finally, by T1, that
B ∈ [x, B] and C ∈ [x, C]. Next, given that B /∈ x and C /∈ x, it follows that neither
[x, B] nor [x, C] is included in x, whence by the maximality of x, A ∈ [x, B] and
A ∈ [x, C]. But then, we have A ∈ x (by T2 and the hypothesis (B → C) → C ∈ x),
which is impossible. Therefore, x is prime.

Next,we build the prime theory T upon which the canonical model is defined.

Proposition 1 (The building of T ). Let Γ be a set of wffs and A a wff such that
Γ ⊬PŁ4 A. Then, there is some prime theory T such that Γ ⊆ T an A /∈ T .

Proof. For Γ and A, suppose Γ ⊬PŁ4 A. Then, A /∈ CnΓ[PŁ4]. By Lemma 1,
there is a prime theory T such that CnΓ[PŁ4] ⊆ T and A /∈ T . (Notice that T is
a-consistent.)
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The canonical model is defined upon the theory T just built as follows.

Definition 8 (The canonical 2PŁ4-model). The canonical 2PŁ4-model is the struc-
ture (KC , ∗C ,⊨C), where KC = {T , T ∗C }, T being the theory built up in Proposi-
tion 1, and ∗C and ⊨C be defined on KC as follows: For any a ∈ KC and wff A,
a∗C = {A | ¬A /∈ a}; a ⊨C A iff A ∈ a.

In the sequel, it is proved that the canonical 2PŁ4-model is indeed a 2PŁ4-
model. This requires to prove that ∗C is an involution on KC and that ⊨C fulfills the
conditions (i)-(iii) stated in Definition 3. (In the rest of the section, the superscript
C is generally omitted above ∗ and ⊨ when there is no risk of confusion.)

Proposition 2 (T ∗C is closed under PŁ4-entailment). The set T ∗C is closed under
PŁ4-entailment, that is, if ⊢PŁ4 A → B and A ∈ T ∗C , then B ∈ T ∗C .

Proof. Suppose (1) ⊢PŁ4 A → B and (2) A ∈ T ∗C (i.e., ¬A /∈ T ). By 1 and Con1
(⊢PŁ4 A → B ⇒ ⊢PŁ4 ¬B → ¬A. Cf. the Appendix), we have (3) ⊢PŁ4 ¬B → ¬A,
whence by Corollary 1 and 2, (4) ¬B /∈ T , i.e., B ∈ T ∗C follows, as desired.

Proposition 3 (∗C is an involutive operation on KC). The canonical operation ∗C

is an involutive operation on KC .

Proof. It suffices to prove that ∗C is involutive. Let x ∈ KC . (a) A ∈ x ⇒ A ∈ x∗∗.
Let A be a wff such that A ∈ x. By A4, ¬¬A ∈ x, whence by definition of ∗C , firstly
we get ¬A /∈ x∗ and then A ∈ x∗∗. (b) A /∈ x ⇒ A /∈ x∗∗. Let A be a wff such that
A /∈ x. By A5, ¬¬A /∈ x, whence by definition of ∗C , firstly we get ¬A ∈ x∗, and
then A /∈ x∗∗.

Proposition 4 (Clauses (i)-(iii) hold canonically). Conditions (i)-(iii) in Definition
3 are satisfied by the canonical 2PŁ4-model.

Proof. Condition (i) is trivial and Condition (iii) is immediate by Definition 8. So,
let us prove Condition (ii).

(a) (⇒) Suppose that A and B are wffs such that A → B ∈ T and A ∈ T .
Then, B ∈ T follows immediately by closure of T under MP. (a) (⇐) Suppose that
A and B are wffs such that (1) A → B /∈ T . We have to prove A ∈ T and B /∈ T .
For reductio, assume (2) A /∈ T or (3) B ∈ T . By A3, [(A → B) → A] → A, and
primeness of T , we have (4) either A → B ∈ T or A ∈ T . But 1 and 2 contradict
4. On the other hand, given 3 and A1, B → (A → B), we get (5) A → B ∈ T ,
contradicting 1. Thus, A ∈ T and B /∈ T , as was to be proved.

(b) (⇒) Suppose that A and B are wffs such that (1) A → B ∈ T ∗ (i.e.,
¬(A → B) /∈ T ) and (2) A ∈ T ∗ (i.e., ¬A /∈ T ) and, for reductio, (3) B /∈ T ∗ (i.e.,
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¬B ∈ T ). By A8, ¬B → [[¬A → ¬(A → B)] → ¬(A → B)] and 3, we have (4)
[¬A → ¬(A → B)] → ¬(A → B) ∈ T , whence by primeness of T , we get (5) either
¬(A → B) ∈ T or ¬A ∈ T . But 1 and 2 contradict 5. (b) (⇐) Suppose that A and
B are wffs such that (1) A → B /∈ T ∗ (i.e., ¬(A → B) ∈ T ). We have to prove
A ∈ T ∗ (i.e., ¬A /∈ T ) and B /∈ T ∗ (i.e., ¬B ∈ T ). By A7, ¬(A → B) → ¬B and
1, we have (2) ¬B ∈ T . On the other hand, for reductio, suppose (3) A /∈ T ∗ (i.e.,
¬A ∈ T ). By A6, ¬(A → B) → (¬A → C), and 3, we get C ∈ T for any wff C,
contradicting the a-consistency of T . Thus, A ∈ T ∗ and B /∈ T ∗, as it was to be
proved.

By Propositions 3 and 4 just proved, we have the following corollary.

Corollary 2 (The canonical model is a model). The canonical 2PŁ4-model is indeed
a 2PŁ4-model.

Proof. It follows immediately by Propositions 3 and 4.

Finally, we prove the completeness of PŁ4 w.r.t. the 2 set-up Routley semantics.

Theorem 2 (Completeness of PŁ4). For any set of wffs Γ and wff A, if Γ ⊨2PŁ4 A,
then Γ ⊢PŁ4 A.

Proof. Suppose Γ ⊬PŁ4 A. By Proposition 1, there is a prime regular a-consistent
theory T such that Γ ⊆ T and A /∈ T . Then, the canonical 2PŁ4-model is defined
upon T as shown in Definition 8. By Corollary 2, the canonical 2PŁ4-model is a
2PŁ4-model. Then, Γ ⊭C A, since T ⊨C Γ but T ⊭C A. Thus, Γ ⊭2PŁ4 A by
Definition 4.

The section is ended by taking a look at T ∗ and its relation with T . We begin
by proving a useful proposition and a corollary thereof.

Proposition 5 (a-consistency = w-consistency). Let a be a theory. a is a-consistent
iff a is w-consistent theory (cf. Definition 6).

Proof. (⇒) Suppose a is a-consistent and, for reductio, ¬A ∈ a, A being a PŁ4-
theorem. Let B be an arbitrary wff. By the rule Efq2, ⊢PŁ4 A ⇒ ⊢PŁ4 ¬A → B (cf.
the Appendix), ¬A → B is a PŁ4-theorem. Then, we have B ∈ a, contradicting the
a-consistency of a. (⇐) The proof is immediate.

Corollary 3 (T is w-consistent). The theory T built up in Proposition 1 is w-
consistent.

Proof. Immediate by Propositions 1 and 5.
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Proposition 6 (On the properties of T ∗C ). The set T ∗C is a prime and a-consistent
theory.
Proof. (1) T ∗ is closed under MP: by using A8 similarly as in Proposition 4. (2)
T ∗ contains all PŁ4-theorems: suppose A is a PŁ4-theorem such that A /∈ T ∗.
Then, ¬A ∈ T , contradicting the w-consistency of T . (3) T ∗ is prime: by using T3,
¬B → [¬A → ¬[(A → B) → B]] (cf. Remark 1). (4) T ∗ is a-consistent: suppose
that A is a PŁ4-theorem and ¬A ∈ T ∗. Then, ¬¬A /∈ T , whence by A4, A /∈ T ,
contradicting the fact that T contains all PŁ4-theorems.

Nevertheless, we note that T and T ∗ are independent from each other.
Remark 3 (T ̸= T ∗). The proof of T ⊆ T ∗ requires consistency (in the classical
sense) of T ; that of T ∗ ⊆ T , completeness of T . But PŁ4 is a paraconsistent and
paracomplete logic (a theory a is complete iff A ∈ a or ¬A ∈ a for every wff A; a is
consistent in the classical sense if A ∧ ¬A /∈ a for every wff A).

5 Conclusion
As pointed out in the introduction, PŁ4 is a very interesting and natural 4-valued
logic. In the present paper, new light is shed on this system by endowing it with a
2 set-up Routley semantics. This semantics is fundamentally obtained by dropping
the ternary relation characteristic of 2 set-up Routley-Meyer semantics as developed
in [3] and [11]. Possible future work on the topic could consist in building a 2 set-
up binary Routley semantics by using a binary relation on the set K, instead of a
ternary one. In addition to require that this relation R be reflexive (i.e., R00 and
R0∗0∗), we have essentially two classes of models: those requiring R00∗ and those
taking R0∗0, since addition of both conditions would cause the collapse into classical
propositional logic. In order to define 2 set-up binary Routley semantics, we could
use the results in general binary Routley semantics displayed in [12].

A Appendix
The conjunction (∧), disjunction (∨), necessity (□) and possibility (3) connectives
given by the following tables:

∧ 0 1 2 3
0 0 0 0 0
1 0 1 0 1
2 0 0 2 2
3 0 1 2 3

∨ 0 1 2 3
0 0 1 2 3
1 1 1 3 3
2 2 3 2 3
3 3 3 3 3

□ 0
0 0
1 0
2 0
3 3

3 0
0 0
1 3
2 3
3 3
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are definable in MPŁ4 by putting, for any wffs A, B: A ∨ B =df (A → B) → B;
A ∧ B =df ¬(¬A ∨ ¬B); □A =df ¬(A → ¬A); 3A =df ¬□¬A.

Next, we remark some theorems and rules of PŁ4. Firstly, notice that any
theorem of negationless classical propositional logic is a theorem of PŁ4, since the
following wffs are provable in PŁ4: (t1) A → (A ∨ B); (t2) B → (A ∨ B); (t3)
(A → C) → [(B → C) → [(A ∨ B) → C)]; (t4) (A ∧ B) → A; (t5) (A ∧ B) → B; (t6)
A → [B → (A ∧ B)]. But A1-A3 (cf. §2) and t1-t6 axiomatize (together with MP)
the negationless fragment of classical propositional logic. In addition, the following
are also theorems and rules of PŁ4:

Con 1. ⊢PŁ4 A → B ⇒ ⊢PŁ4 ¬B → ¬A

Con 2. ⊢PŁ4 A → ¬B ⇒ ⊢PŁ4 B → ¬A

Con 3. ⊢PŁ4 ¬A → B ⇒ ⊢PŁ4 ¬B → A

Con 4. ⊢PŁ4 ¬A → ¬B ⇒ ⊢PŁ4 B → A

Efq1. ⊢PŁ4 ¬A ⇒ ⊢PŁ4 A → B

Efq2. ⊢PŁ4 A ⇒ ⊢PŁ4 ¬A → B

t7. ¬(A ∨ B) ↔ (¬A ∧ ¬B)
t8. ¬(A ∧ B) ↔ (¬A ∨ ¬B)
t9. (A ∨ B) ↔ ¬(¬A ∧ ¬B)

t10. (A ∧ B) ↔ ¬(¬A ∨ ¬B)
t11. □A ↔ ¬3¬A

t12. 3A ↔ ¬□¬A

t13. □A → A

t14. A → 3A

t15. □A → □□A

t16. 3A → □3A

t17. 3□A → □A

t18. □(A → B) → (□A → □B)
t19. □(A ∧ B) ↔ (□A ∧ □B)
t20. 3(A ∨ B) ↔ (3A ∨ 3B)
t21. 3(A → B) ↔ (□A → 3B)
t22. (3A → □B) → □(A → B)
t23. (3A → 3B) → 3(A → B)
t24. (□A ∨ □B) → □(A ∨ B)
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t25. (3A ∧ 3B) → 3(A ∧ B)
t26. □(A ∨ B) → (□A ∨ 3B)
t27. (3A ∧ □B) → 3(A ∧ B)
t28. A ∨ ¬□A

t29. (□A ∧ ¬A) → B

t30. A → (¬A ∨ □A)
Nec. ⊢PŁ4 A ⇒ ⊢PŁ4 □A

RT. ⊢PŁ4 A ↔ B ⇒ ⊢PŁ4 C[A] ↔ C[A/B]
DT. Γ, A ⊢PŁ4 B ⇒ Γ ⊢PŁ4 A → B

(The biconditional (↔) is defined in the customary way: A ↔ B =df (A → B) ∧
(B → A). Con abbreviates Contraposition. Efq abbreviates ‘E falso quodlibet’ —
Any proposition is implied by a false proposition. Nec abbreviates ‘Necessitation’
rule. RT abbreviates ‘Replacement theorem’: C[A] is a wff where A appears; C[A/B]
is the result of changing one or more occurrences of A in C[A] for corresponding
occurrences of B. Finally, DT means ‘Deduction Theorem’.)
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Abstract

The embedding path order, introduced in this article, is a variant of the
recursive path order (RPO) for untyped λ-free higher-order terms (also called
applicative first-order terms). Unlike other higher-order variants of RPO, it is
a ground-total and well-founded simplification order, making it more suitable
for the superposition calculus. I formally proved the order’s theoretical prop-
erties in Isabelle/HOL and evaluated the order in a prototype based on the
superposition prover Zipperposition.

1 Introduction
Superposition [2] is one of the most successful calculi for proof search in first-order
logic with equality. To restrict the search space, it uses a term order, which in
practice is usually the Knuth–Bendix order (KBO) [24] or the recursive path order
(RPO) [16]. Although, in isolation, KBO often achieves better results, modern
portfolio provers employ both KBO and RPO in separate proof attempts because
the two orders complement each other well.

With colleagues, I have developed a superposition-like calculus for λ-free higher-
order logic (also called applicative first-order logic) [6]. Supporting partial applica-
tions and applied variables, this logic allows for terms such as fab, fa, f, and xab. To
apply superposition to this logic, the term order must be generalized. For KBO, a
suitable generalization is λ-free higher-order KBO (λfKBO) [3]. It is a ground-total
and well-founded simplification order, and therefore a straight-forward generaliza-
tion of superposition is refutationally complete—i.e., the generalized calculus will
eventually find a proof for any given theorem. This approach has been implemented
in the E prover [36].
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In contrast, RPO’s generalization to λ-free higher-order terms, λfRPO [9], is
nonmonotonic—i.e. it lacks the property that t > s implies u[t] > u[s]. Without
monotonicity, the straight-forward generalization of superposition is not refutation-
ally complete. In our work on superposition for λ-free higher-order logic, we have
shown that performing additional inferences can recover refutational completeness
for nonmonotonic orders. Our calculus for nonmonotonic orders has promising eval-
uation results, but the theory and implementation of the calculus is rather complex.
We asked ourselves:

Is there an RPO-like ground-total and well-founded simplification order
for lambda-free higher-order terms?

If “RPO-like” means that the order must coincide with RPO on the first-order
fragment of lambda-free higher-order logic, then the answer is no, as the following
example shows: If g ≻ f ≻ b ≻ a, then g b > f (g a) b by coincidence with first-
order RPO, corresponding to g(b) > f(g(a), b) in first-order syntax, but g < f (g a)
by the subterm property and hence g b < f (g a) b by monotonicity, yielding a
contradiction.

If “RPO-like” means that the order should merely resemble RPO, the answer is
yes. One candidate is the applicative RPO, which is obtained by encoding λ-free
higher-order terms applicatively into first-order logic via a binary symbol app repre-
senting application—e.g. x a b as app(app(x, a), b)—and then using first-order RPO.
However, with this approach the symbol app becomes pervasive, which undermines
RPO’s principle of comparing the precedence of different symbols. Moreover, it is
impossible to assign different extension orders such as the lexicographic or multiset
extension to different function symbols because the only applied function symbol in
the encoding is app.

This article presents an answer to our question that avoids the applicative en-
coding: the embedding path order (EPO1). It supports different extension operators
for different function symbols (Section 3). The main difference to RPO lies in using
the notion of embeddings where RPO uses the notion of direct subterms (Section 4).
EPO is a ground-total and well-founded simplification order and I have formally
proved this property in Isabelle/HOL (Section 5). Thus EPO allows us to avoid the
theoretical and implementational challenges that λfRPO poses.

However, a good term order for superposition must also be efficient to compute.
I have implemented EPO as a prototype in the superposition prover Zipperposition
(Section 6). Its worst-case time complexity is quintic, and thus slower than for KBO
and RPO, which can be computed in linear and quadratic time, respectively. I

1Beware that the unrelated exptime path order [19] has the same abbreviation.
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evaluate the use of EPO for superposition on TPTP [35] and Sledgehammer [32]
benchmarks and compare it with λfRPO, using our approach for nonmonotonic
orders (Section 7). The results show that the approach with the nonmonotonic
λfRPO performs slightly better. Nonetheless, EPO offers a way to complement
λfKBO with much less implementation effort in provers that currently support only
monotonic orders, such as the E prover.

An earlier version of this article is part of my PhD thesis [5].

2 Preliminaries

We fix a set of variables V and a nonempty (possibly infinite) set of symbols Σ. We
reserve the names x, y, z for variables and a, b, c, f, g, h for symbols.

In untyped λ-free higher-order logic, a term is defined inductively as being either
a variable, a symbol, or an application s t, where s and t are terms.

These terms are isomorphic to applicative terms [23]. We reserve the names
t, s, v, u for terms and use T to denote the set of all terms. Application is left-
associative, i.e., s t u = (s t) u. Any term can be written as ζ t̄n using spine
notation [13], where ζ is a nonapplication term, called head, and t̄n is a tuple of
terms, called arguments. It represents the term ζ t1 . . . tn. Here and elsewhere,
t̄n or t̄ stands for the tuple (t1, . . . , tn). We write () for the empty tuple, t for the
singleton tuple (t), and s̄ · t̄ for the concatenation of the tuples s̄ and t̄.

The size |t| of a term t is inductively defined as 1 if t ∈ V ∪ Σ and as |t1| + |t2| if
t is an application t1 t2. A subterm of a term t is inductively defined as being either
t itself or, if t is an application t1 t2, a subterm of t1 or of t2.

The embedding relation [1, Definition 5.4.2] is a generalization of the subterm
relation: First, the embedding step relation −�→emb is inductively defined as follows.
For any terms s, t, and t′, we have t s −�→emb t and t s −�→emb s; and if t −�→emb t′,
then t s −�→emb t′ s and s t −�→emb s t′. For example, f a b c d −�→emb a b c d,
f a b c d −�→emb f a c d, and f (g (h a) b) c −�→emb f (g h b) c. Let the embedding relation
☎emb be the reflexive transitive closure of −�→emb.

Given a binary relation >, we write < for its converse (i.e., a < b ⇔ b > a) and
≥ for its reflexive closure (i.e., b ≥ a ⇔ b > a ∨ b = a). A binary relation > on
λ-free higher-order terms is a simplification order if it is irreflexive (i.e., t 6> t), is
transitive (i.e., u > t > s ⇒ u > s), is monotonic (i.e., t > s ⇒ u t > u s∧ t u > s u),
is stable under substitutions (i.e., t > s ⇒ tσ > sσ), and has the subterm property
(i.e., t ≥ s if s is a subterm of t). It is ground-total if for all distinct ground terms s
and t either t > s or t < s. It is well founded if there is no infinite descending chain
t1 > t2 > · · · .
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We view RPO as a term order on the first-order fragment of λ-free higher-order
terms, identifying first-order terms f(t̄) with f t̄. Let ≻ be a well-founded total order
on Σ. Then RPO is inductively defined as follows: t >rp s if any of the following
conditions are met, where t = g t̄ and s = f s̄:

R1. s ∈ V , t 6= s, and s occurs in t;

R2. ti ≥rp s for some i;

R3. g ≻ f and t >rp si for all i;

R4. g = f, t̄n >>f
rp s̄m, and t >rp si for all i.

where is >>f
rp is an extension of >rp to tuples—e.g., the lexicographic extension or

the multiset extension. I will present a more formal definition of extension operators
> 7→ >> in the following section.

3 Extension operators
In the spirit of RPO, EPO compares the heads of terms and, in case of equality,
proceeds to compare the argument tuples. There is a variety of ways to extend a
binary relation > on an arbitrary set A to a binary relation >> on tuples A∗, which
we call extension operators. We define extension operators on binary relations, not
on partial orders, because they are used in the definition of EPO at a point where
we have not shown EPO to be a partial order yet.

Definition 1. We define the following properties of extension operators > 7→ >>,
which are required for EPO to be a ground-total and well-founded simplification
order. Here, given a function h : A → A, we write h(ā) for the componentwise
application of h to ā.

X1. Monotonicity:
b̄ >>1 ā implies b̄ >>2 ā if for all a, b ∈ A, b >1 a implies b >2 a

X2. Preservation of stability:
b̄ >> ā implies h(b̄) >> h(ā) if for all a, b ∈ ā ∪ b̄, b > a implies h(b) > h(a)

X3. Preservation of transitivity: >> is transitive if > is transitive

X4. Preservation of irreflexivity:
>> is irreflexive if > is irreflexive and transitive

X5. Preservation of well-foundedness: >> is well founded if > is well founded
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X6. Compatibility with tuple contexts: b > a implies c̄ · b · d̄ >> c̄ · a · d̄

X7. Preservation of totality: >> is total if > is total

X8. Compatibility with prepending: b̄ >> ā implies c · b̄ >> c · ā

X9. Compatibility with appending: b̄ >> ā implies b̄ · c >> ā · c

X10. Minimality of the empty tuple: a >> () for all a ∈ A

The length-lexicographic extension operator, left-to-right or right-to-left, fulfills
all these properties:

Definition 2. The left-to-right length-lexicographic extension operator > 7→ >>ltr

is defined inductively as follows: ām >>ltr b̄n if m > n; or m = n > 0 and a1 >
b1; or m = n > 0, a1 = b1, and (a2, . . . , am) >>ltr (b2, . . . , bn). The right-to-left
length-lexicographic extension operator > 7→ >>rtl is defined inductively as follows:
ām >>rtl b̄n if m > n; or m = n > 0 and am > bn; or m = n > 0, am = bn, and
(a1, . . . , am−1) >>rtl (b1, . . . , bn−1).

The multiset extension operator fulfills all properties except X7, but if combined
with a lexicographic comparison as a tie-breaker, it fulfills all properties as well:

Definition 3. The multiset extension operator with tie-breaker > 7→ >>ms is defined
as follows: ā >>ms b̄ if the multiset containing the elements of ā is larger than
the multiset containing the elements of b̄ with respect to Dershowitz and Manna’s
multiset order [18]; or if the two multisets are equal and ā >>ltr b̄.

Blanchette et al. [9] give a more detailed account of different extension operators.
Their list of properties is identical with the one above, except for X2, which they
originally formulated differently but corrected in their technical report [8].

4 The order
Any simplification order has the embedding property, i.e., the property that t ☎emb
s implies t � s [1, Lemma 5.4.7]. The fundamental idea of EPO is to enforce
the embedding property by replacing the notion of subterms used in the definition
of RPO by the notion of embeddings. Performed naively, this causes issues with
stability under substitution and with the time complexity of the order computation
due to the large number of possible embedding steps. Both of these issues are
addressed by EPO.
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Definition 4 (EPO). Let ≻ be a well-founded total order on Σ. For each f ∈ Σ,
let > 7→ >>f be an extension operator satisfying the properties of Definition 1. The
induced embedding path order >ep is inductively defined as follows: t >ep s if any of
the following conditions is met, where t = ξ t̄n and s = ζ s̄m:

E1. n > 0 and chop(t) ≥ep s

E2. ξ, ζ ∈ Σ, ξ ≻ ζ, and either m = 0 or t >ep chop(s)

E3. ξ, ζ ∈ Σ, ξ = ζ, t̄n >>ζ
ep s̄m, and either m = 0 or t >ep chop(s)

E4. ξ, ζ ∈ V , ξ = ζ, t̄n >>f
ep s̄m for all f ∈ Σ, n > 0, and either m = 0 or

chop(t) >ep chop(s)

Here, for a term ξ t̄n with n > 0, we define chop(ξ t̄n) as the term resulting from
applying t1 to the remaining arguments, i.e., chop(ξ t̄n) = t1 t2 . . . tn. (For example,
chop(f (g a) (h b)) = g a (h b).)

The following examples illustrate the differences between RPO and EPO on
first-order terms. We use the precedence g ≻ f ≻ c ≻ b ≻ a and the left-to-right
length-lexicographic extension for both orders.

f (g a) b <rp g b f (g a) c <rp g b g x y >rp f y y
f (g a) b >ep g b f (g a) c >ep g b g x y 6≶ep f y y

The first term pair illustrates that RPO does not have the embedding property,
whereas EPO does. The relation f (g a) b >ep g b can be shown by applying E1. E1
requires g a b >ep g b, which holds by E3. Finally we need E2 to show g a b >ep b.
The second term pair shows that there are further disagreements between the two
orders, even if one term is not an embedding of the other. As above, f (g a) c >ep g b
can be established by applying E1, followed by E3 and E2. The third term pair is
comparable with RPO but incomparable with EPO. In general, EPO cannot judge
a term to be smaller if it contains more occurrences of a variable. I conjecture that
there are no first-order terms comparable with EPO but incomparable with RPO.
In this sense, EPO is weaker than RPO on first-order terms.

4.1 Rationale of the Definition
The definition of EPO has been carefully designed to make EPO a ground-total and
well-founded simplification order that can be computed in polynomial time with
respect to the size of the compared terms.
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Condition E1 enforces the embedding property in a similar way as RPO’s con-
dition R2 enforces the subterm property. This underlying idea gives EPO its name.
A naive approach would be to test all embedding steps to enforce the embedding
property, but it is sufficient to test only the embedding step chop, yielding a better
computational complexity. The remaining conditions follow a similar structure as
RPO, but contain subconditions on chop where RPO has subconditions on subterms.

To achieve stability under substitutions, it is essential to demand chop(t) >ep
chop(s) instead of t >ep chop(s) in E4, as the following examples show. If >′

ep is the
relation obtained from >ep by replacing ‘chop(t)’ by ‘t’ in E4, then we have

x f f >′
ep x x, but f y f f 6>′

ep f y (f y) x f x >′
ep x (x f), but y f f (y f) 6>′

ep y f (y f f)

Using >ep, all of these pairs are incomparable.
In condition E4, it is crucial to check t̄n >>f

ep s̄m for all f ∈ Σ. In contrast,
λfKBO [3] and λfRPO [9] allow us to use a map ghd from variables to possible
ground heads that might occur when a variable is instantiated. The corresponding
condition in these orders then states ‘t̄n >>f

ep s̄m for all f ∈ ghd (ζ)’. For EPO,
this approach cannot be used. For example, assume b ≻ a, ghd (x) = {f}, and
that f uses the left-to-right length-lexicographic extension. Then we would have
x b a > x a b if we checked only the extension orders for ghd (x). This contradicts
stability under substitutions because, if g uses the right-to-left length-lexicographic
extension, y g b a and y g a b are incomparable, assuming ghd (y) = {f}.

EPO is not a simplification order when (nonlength-)lexicographic extensions are
used. With the left-to-right lexicographic extension, it is nonmonotonic because
for g ≻ f ≻ b ≻ a, we have f (g a) >ep g but f (g a) b <ep g b. With the
right-to-left lexicographic extension, it lacks stability under substitutions because
x f > x but f y f 6> f y. With the right-to-left lexicographic extension, it also lacks
well-foundedness because for f ≻ b ≻ a, we have f b >ep f b a >ep f b a a >ep · · · .

4.2 In-Depth Example
The following example illustrates the benefits of EPO for superposition. Consider
the following term rewriting system:

f x Nil 1→ x f x (A y) 2→ f (A (B x)) y f x (B y) 3→ f (B (A x)) y

This rewriting system can be interpreted as a definition of a function on strings.
In this interpretation, Nil represents the empty string, and chains of applications
of the functions A and B to Nil represent strings over the alphabet {A,B}; thus,
A (B (B Nil)) represents the string ABB. The function f takes two such strings,
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reverses the second string, replaces in the resulting string each A by AB and each B
by BA, and finally appends the first string.

All three rules are orientable by EPO with the right-to-left length-lexicographic
extension for f and precedence f ≻ A,B. To show that rule 1 can be oriented, we apply
E1. To do so, we need to prove x Nil >ep x, which holds by E4. To show that rule 2
can be oriented, we apply E3. To do so, we need to prove (x,A y) >>f

ep ((A (B x)), y)
and f x (A y) >ep A (B x) y. The former holds by the definition of the right-to-left
length-lexicographic extension and by E1. For the latter, we apply E2. To show
f x (A y) >ep B x y, we apply E2 again. To show f x (A y) >ep x y, we apply E1. To
show x (A y) >ep x y, we apply E4. Finally, A y >ep y holds by E1. The proof for
rule 3 is analogous.

To my knowledge, the literature contains no other ground-total simplification or-
der for λ-free higher-order terms that can orient all three of these rules. Rules 2 and 3
are not orientable by applicative KBO or applicative RPO. With applicative KBO,
the weight of the right-hand sides is always too large. With applicative RPO, too
many heads are the application symbol app, preventing us from finding an appropri-
ate precedence. With λfKBO [3], one of the two rules 2 and 3 can be oriented by
assigning either A or B zero weight, but the system as a whole is not orientable with
this order either. With λfRPO [9], we can orient all three rules, but λfRPO is not
a simplification order.

This rewriting system suggests that EPO with a right-to-left length-lexicographic
extension is generally stronger than left-to-right. If the two arguments of f were
swapped, one would intuitively attempt to use the left-to-right extension for f, but
fail because f (A y) x 6>ep y (A (B x)). For this system with the arguments of f
swapped, applicative RPO can orient all three rules. However, swapping arguments
cannot be used as a general approach to orient rewriting systems if the affected
function appears unapplied.

The term order’s ability to orient equations in the right way can have considerable
effects on the performance of superposition provers. Consider the rewrite rules above,
recast as equations, and the negated conjecture given below, for some k ∈ N:

f x Nil ≈ x f x (A y) ≈ f (A (B x)) y f x (B y) ≈ f (B (A x)) y
f c (AB)k+1 6≈ B (A (f c ((AB)kA)))

where the abbreviation (AB)k+1 stands for A (B . . . (A (B Nil)) . . . ) and (AB)kA for
A (B . . . (A Nil) . . . ). Using the EPO above that can orient the equations left to
right, superposition provers can solve this problem by simplification rules only. Sim-
plification rules are much more efficient than inference rules because simplifications
replace clauses and do not add new ones. Using an order that can orient only the
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first equation from left to right, we would need at least k inferences; using an order
that can orient the first equation and only one of the other two, we would need at
least k/2 inferences.

5 Properties of the order
EPO fulfills all the properties of a ground-total and well-founded simplification order.
The proofs in this section have been developed in Isabelle/HOL and published in the
Archive of Formal Proofs [4]. They are inspired by the corresponding proofs about
λfRPO [9], which in turn were adapted from Baader and Nipkow [1] and Zantema
[37].

Theorem 5 (Transitivity). u >ep t and t >ep s implies u >ep s.

Proof. By well-founded induction on the multiset {|u| , |t| , |s|} with respect to the
multiset extension [18] of > on N. Let u = ψ ūr, t = ξ t̄n and s = ζ s̄m.

If u >ep t is derived by E1, then r > 0 and chop(u) ≥ep t. Applying the induction
hypothesis to chop(u), t, s, it follows that chop(u) >ep s and hence u >ep s by E1.

If u >ep t is derived by E2 or E3 and t >ep s is derived by E1, then n > 0 and
u >ep chop(t) ≥ep s. Applying the induction hypothesis to u, chop(t), s, it follows
that u >ep s.

If u >ep t is derived by E4 and t >ep s is derived by E1, then r > 0, n > 0, and
chop(u) >ep chop(t) ≥ep s. By applying the induction hypothesis to chop(u), chop(t),
s, we get chop(u) >ep s. By E1, it follows that u >ep s.

If u >ep t and t >ep s are derived by E2 and E2, by E2 and E3, or by E3 and
E2, respectively, then ψ ≻ ζ and t >ep chop(s). If m = 0, we can apply E2 directly
to obtain u >ep s. If m > 0, by the induction hypothesis for u, t, chop(s), it follows
from u >ep t and t >ep chop(s) that u >ep chop(s). Then we can apply E2 to obtain
u >ep s.

If u >ep t and t >ep s are both derived by E3, then ψ = ξ = ζ ∈ Σ, ū >>ξ
ep t̄,

t̄ >>ζ
ep s̄, and either m = 0 or t >ep chop(s). By the induction hypothesis and by

preservation of transitivity (property X3) on the set consisting of the elements of
ū, t̄ and s̄, it follows that ū >>ζ

ep s̄. If m = 0, we obtain u >ep s directly by E3.
If m > 0, we have t >ep chop(s) and by applying the induction hypothesis to u, t,
chop(s), it follows that u >ep chop(s). By E3, we have u >ep s.

If u >ep t and t >ep s are both derived by E4, then ψ = ξ = ζ ∈ Σ, ū >>f
ep t̄,

t̄ >>f
ep s̄ for all f ∈ Σ, r > 0, n > 0, chop(u) >ep chop(t), and either m = 0 or

chop(t) >ep chop(s). As above, by the induction hypothesis and by preservation of
transitivity (property X3) on the set consisting of the elements of ū, t̄ and s̄, it

2455



Bentkamp

follows that ū >>f
ep s̄ for all f ∈ Σ. If m = 0, we obtain u >ep s directly by E4.

If m > 0, we have chop(u) >ep chop(t) >ep chop(s). By applying the induction
hypothesis to chop(u), chop(t), chop(s), it follows that chop(u) >ep chop(s). By E4,
we have u >ep s.

If one of the inequalities u >ep t and t >ep s is derived by E2 or E3, the other
cannot be derived by E4 because ξ must be either a variable or a symbol.

Theorem 6 (Irreflexivity). s 6>ep s.

Proof. By strong induction on |s|. We suppose that s >ep s and derive a contradic-
tion. Let s = ζ s̄m.

If s >ep s is derived by E1, then m > 0 and chop(s) ≥ep s. From the definition of
chop, it is clear that chop(s) 6= s. Hence, chop(s) >ep s. By E1, we have s >ep chop(s).
By transitivity (Theorem 5), it follows that chop(s) >ep chop(s), which contradicts
the induction hypothesis.

If s >ep s is derived by E2, we have ζ ≻ ζ, in contradiction to ≻ being a total
order.

If s >ep s is derived by E3 or E4, we have s̄ >>f
ep s̄ for some f ∈ Σ. By

preservation of irreflexivity (property X4) on the set consisting of the elements of
s̄ and by transitivity of >ep (Theorem 5), it follows that s′ >ep s′ for some s′ ∈ s̄.
This contradicts the induction hypothesis.

Lemma 7. t u >ep u.

Proof. By strong induction on |t|. If |t| = 1, then chop(t u) = u and thus t u >ep u
by E1. If |t| > 1, then chop(t u) = chop(t) u, and by the induction hypothesis
chop(t) u >ep u. Thus t u >ep u by E1.

Lemma 8. t u >ep t.

Proof. By strong induction on |t|. Let t = ξ t̄n.
If ξ ∈ Σ, we apply E3. We have t̄n ·u >>ξ

ep t̄n by properties X8 and X10. If n 6= 0,
we apply the induction hypothesis on chop(t) to obtain chop(t u) = chop(t) u >ep
chop(t), and we apply E1 to obtain t u >ep chop(t), as required for E3.

If ξ ∈ V , we apply E4. We have t̄n ·u >>f
ep t̄n for all f by properties X8 and X10.

If n 6= 0, we apply the induction hypothesis on chop(t) to obtain chop(t)u >ep chop(t).
Thus, chop(t u) = chop(t) u >ep chop(t) as required for E4.

Theorem 9 (Subterm Property). For all subterms s of a term t, we have t ≥ep s.

Proof. Follows from Lemmas 7 and 8.
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Lemma 10 (Compatibility with Functions). If v >ep u, then s v >ep s u.

Proof. By induction on |s|.
Let s = ζ s̄. Depending on whether ζ ∈ Σ or ζ ∈ V , we show s v >ep s u by

applying E3 or E4. By compatibility with tuple contexts (property X6), v >ep u
implies s̄ ·v >>f

ep s̄ ·u for all f ∈ Σ. Obviously, the tuples s̄ ·v and s̄ ·u are not empty.
So it remains to show s v >ep chop(s u) if ζ ∈ Σ or chop(s v) >ep chop(s u) if ζ ∈ V .
By E1, it suffices to show chop(s v) >ep chop(s u) in both cases.

If s̄ = (), then chop(s v) = v >ep u = chop(s u) by assumption. Otherwise,
chop(s v) = chop(s) v >ep chop(s) u = chop(s u) by the induction hypothesis.

Lemma 11. If t >ep s and v ≥ep u, then t v >ep s u.

Proof. By induction on |t| + |s| and a case distinction on how t >ep s is derived. Let
t = ξ t̄n and s = ζ s̄m.

If t >ep s is derived by E1, then chop(t) ≥ep s. By E1, t v >ep chop(t v) =
chop(t) v. So it suffices to show chop(t) v ≥ep s u. If chop(t) = s, this follows from
Lemma 10. Otherwise, we have chop(t) >ep s and hence chop(t) v >ep s u holds by
the induction hypothesis.

If t >ep s is derived by E2, then ξ ≻ ζ and either m = 0 or t >ep chop(s). To
derive t v >ep s u using E2, it remains to show t v >ep chop(s u). If m = 0, then
chop(s u) = u. Therefore, by the subterm property (Theorem 9), t v >ep v ≥ep u =
chop(s u). If m > 0, then t >ep chop(s), and hence by the induction hypothesis,
t v >ep chop(s) u = chop(s u).

If t >ep s is derived by E3 or E4, we need to show that t̄n>>
f
eps̄m implies

t̄n · v>>f
eps̄m · u for all f ∈ Σ. We have t̄n · v>>f

eps̄m · v by compatibility with
appending (property X9). If v = u, we are done. Otherwise, since s̄m · v>>f

eps̄m · u
by compatibility with tuple contexts (property X6), it follows that t̄n · v>>f

eps̄m · u
by preservation of transitivity (property X3) and transitivity of >ep (Theorem 5).

If t >ep s is derived by E3, we can apply E3 to derive t v >ep s u. The condition
t v >ep chop(s u) can be shown as we did for E2 above.

If t >ep s is derived by E4, we can apply E4 to derive t v >ep s u. The proof
for the condition chop(t v) >ep chop(s u) is similar to the argument made for E2
above.

Theorem 12 (Monotonicity). If t >ep s, then u t >ep u s and t u >ep s u.

Proof. By Lemmas 10 and 11.

Theorem 13 (Embedding Property). t ☎emb s implies t ≥ep s.
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Proof. By induction on t ☎emb s, it suffices to assume that t ☎emb s consists of a
single step t −�→emb s. By Theorems 9 and 12, we then have t >ep s.

Theorem 14 (Stability under Substitutions). If t >ep s, then tσ >ep sσ.

Proof. By well-founded induction on the multiset {|t| , |s|} with respect to the multi-
set extension [18] of > on N, followed by a case distinction on how t >ep s is derived.
Let t = ξ t̄n and s = ζ s̄m.

If t >ep s is derived by E1, then chop(t) ≥ep s. By the induction hypothesis,
chop(t)σ ≥ep sσ. Since tσ −�→emb chop(t)σ, we have tσ >ep chop(t)σ by the embed-
ding property (Theorem 13). Hence, by transitivity tσ >ep sσ.

If t >ep s is derived by E2, then ξ, ζ ∈ Σ, ξ ≻ ζ, and either m = 0 or t >ep chop(s).
We show tσ >ep sσ by applying E2. Since ξ, ζ ∈ Σ, the head of tσ is ξ, the head
of sσ is ζ, and the number of arguments of sσ is m. Hence, it only remains to
show that t >ep chop(s) implies tσ >ep chop(sσ), which follows from the induction
hypothesis and from chop(s)σ = chop(sσ).

If t >ep s is derived by E3, then ξ = ζ ∈ Σ, t̄n >>ζ
ep s̄m, and either m = 0 or

t >ep chop(s). Since ξ, ζ ∈ Σ, the head of tσ is ξ, the head of sσ is ζ, and t̄nσ and
s̄mσ are the respective argument tuples of tσ and sσ. By the induction hypothesis
and preservation of stability (property X2) on the set of elements of t̄n and s̄m, we
have t̄nσ >>ζ

ep s̄mσ. We apply E3 to show tσ >ep sσ. It remains to show that
t >ep chop(s) implies tσ >ep chop(sσ), which follows from the induction hypothesis
and from chop(s)σ = chop(sσ).

If t >ep s is derived by E4, then ξ = ζ ∈ V , t̄n >>f
ep s̄m for all f ∈ Σ, n > 0,

and either m = 0 or chop(t) >ep chop(s). We will show that u (t̄nσ) >ep u (s̄mσ) for
all u with |u| ≤ |ζσ|. For u = ζσ, it then follows that tσ >ep sσ. We show this by
induction on |u|. We will refer to this induction as the inner induction and to the
induction on the multiset {|t| , |s|} as the outer induction.

We have to show u (t̄nσ) >ep u (s̄mσ). We apply E3 or E4 to do so, depending
on whether the head of u is a symbol or a variable. We write u = ψ ūr.

First, we show that ūr · (t̄nσ) >>f
ep ūr · (s̄mσ) for all f ∈ Σ. As above, by the

outer induction hypothesis and preservation of stability (property X2) on the set of
elements of t̄n and s̄m, we have t̄nσ >>f

ep s̄mσ. Then ūr ·(t̄nσ) >>f
ep ūr ·(s̄mσ) follows

by compatibility with prepending (property X8).
If m = 0 and r = 0, we can apply E3 or E4 directly to show u (t̄nσ) >ep u (s̄mσ).
If r > 0, then chop(u (t̄nσ)) = chop(u) (t̄nσ) >ep chop(u) (s̄mσ) = chop(u (s̄mσ))

by the inner induction hypothesis. If ψ ∈ V , we can then apply E4 to obtain
u (t̄nσ) >ep u (s̄mσ). Otherwise, ψ ∈ Σ, and we can apply E1 to obtain u (t̄nσ) >ep
chop(u (s̄mσ)) and then E3 to obtain u (t̄nσ) >ep u (s̄mσ).
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If m > 0 and r = 0, then we have chop(t) >ep chop(s), chop(u (t̄nσ)) = chop(t)σ,
and chop(u (s̄mσ)) = chop(s)σ. By the outer induction hypothesis, chop(t)σ >ep
chop(s)σ, i.e., chop(u (t̄nσ)) >ep chop(u (s̄mσ)). As above, if ψ ∈ V , we can then
apply E4 to obtain u (t̄nσ) >ep u (s̄mσ). Otherwise, ψ ∈ Σ, and we can apply E1 to
obtain u (t̄nσ) >ep chop(u (s̄mσ)) and then E3 to obtain u (t̄nσ) >ep u (s̄mσ).

This concludes the inner and the outer induction.

Theorem 15 (Ground Totality). For ground terms t and s, we have t <ep s, t = s,
or t >ep s.

Proof. By well-founded induction on the multiset {|t| , |s|} with respect to the mul-
tiset extension [18] of > on N. Let t = ξ t̄n and s = ζ s̄m. Then ξ, ζ ∈ Σ because t
and s are ground.

If n > 0 and chop(t) 6<ep s, then by the induction hypothesis chop(t) ≥ep s and
hence t >ep s by E1. Thus we can assume that either n = 0 or s >ep chop(t).
Analogously, we can assume that either m = 0 or t >ep chop(s).

If ξ ≻ ζ or ξ ≺ ζ, we have t >ep s or t <ep s by E2. Otherwise, we have ξ = ζ

by totality of ≻. If either t̄ >>ζ
ep s̄ or t̄ <<ζ

ep s̄, then we have t >ep s or t <ep s by
E3. By the induction hypothesis and preservation of totality (property X7) on the
set of elements of s̄ and t̄, if t̄ 6>>ζ

ep s̄ and t̄ 6<<ζ
ep s̄, then t̄ = s̄ and hence t = s.

Theorem 16 (Well-Foundedness). The order >ep is well founded.

Proof. For finite signatures, simplification orders are always well-founded [1, Propo-
sition 6.3.15(ii)]. For infinite signatures, we need to prove well-foundedness. A
short proof is to invoke Theorem 5.3 of Middeldorp and Zantema [30]. (Note that
their definition of a simplification order differs from mine.) In the Isabelle/HOL
formalization, it was more convenient to use the following direct proof.

We suppose that there exists an infinite descending chain s0 >ep s1 >ep · · · and
derive a contradiction. We use a minimal counterexample argument [20].

A term s is bad if there is an infinite descending >ep-chain from s. Other terms
are good. Without loss of generality, we assume that s0 has minimal size among all
bad terms and that si+1 has minimal size among all bad terms u with si >ep u.

For each i, let Ui = {u | si ✄emb u}, where ✄emb is the irreflexive counterpart
of ☎emb. Let U = ⋃

i Ui. All terms in U are good: If there existed a bad u ∈ U0,
then |s0| > |u|, contradicting the minimality of s0. If there existed a bad u ∈ Ui+1
for some i, then si >ep si+1 >ep u by the embedding property (Theorem 13), con-
tradicting the minimality of si+1.

Only conditions E2, E3, and E4 can have been used to derive si >ep si+1. If
E1 was used, then chop(si) ≥ep si+1 >ep si+2. But then there would be an infinite
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descending chain chop(si) >ep si+2 >ep si+3 >ep · · · from chop(si), contradicting the
goodness of chop(si) ∈ U .

E2 can have been used only finitely many times in the chain since E3 and E4 pre-
serve the head and E2 makes the head smaller with respect to the well-founded rela-
tion ≻. Hence, there is a number k such that the entire chain sk >ep sk+1 >ep · · · has
been derived by E3 and E4. Let si = ζ ūi (where contrary to our usual convention the
indices of ūi identify the tuple and do not denote its length). Then we have an infinite
chain ūk >>

f
ep ūk+1 >>

f
ep · · · for some f. All elements of these tuples are in U because

each element of ūi is embedded in si. However, since all elements of U are good,
>ep is well founded on U . By preservation of well-foundedness (property X5), >>f

ep
is well founded on U∗, which contradicts the existence of the above >>f

ep-chain.

6 Implementation
I implemented EPO in the Zipperposition prover. Zipperposition [14, 15] is an
open source2 superposition-based theorem prover for first- and higher-order logic
written in OCaml. In previous work [7], together with colleagues I extended it
with refutationally complete modes for λ-free higher order logic, also known as
applicative first-order logic. We will focus on the mode that performed best in
the evaluation of that paper, the “nonpurifying intensional variant”. It is designed
to deal with nonmonotonic orders such as λfRPO, but falls back to a simpler calculus
with monotonic orders, such as λfKBO or EPO.

The pseudocode of the prototype implementation of EPO is given in Figure 1. As
usual in superposition provers, the procedure compares two terms in both directions,
yielding one of the answers GreaterThan, Equal, LessThan, or Incomparable. When
the pseudocode refers to >ep, ≥ep, and >>f

ep, this is to be interpreted in terms of the
function epo. The syntax ‘ξ t̄n as t’ in the arguments of function definitions means
that t denotes the entire term, ξ denotes its head, and t̄n denotes its arguments.

It is crucial to the performance of this implementation to use memoization in
the form of a cache on the function epo. For example, to compute that fm x 6≶ep fn y
for m ≤ n, we need at least 4m calls to epo if the cache is inactive. With a cache
however, only (m + 1)(n + 1) of these calls to epo have to be computed; the other
return values can be found in the cache. More generally, the following lemma holds:

Lemma 17. To calculate the order of two terms t and s, the pseudocode in Figure 1
needs at most depth(t) · depth(s) · |t| · |s| distinct calls to epo. Here, the depth of a
term ζ ūm is 1 if m = 0 and maxu∈ū(depth(u)) + 1 otherwise.

2https://github.com/sneeuwballen/zipperposition
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epo(ξ t̄n as t, ζ s̄m as s) =
if t = s then Equal
elif t ∈ V and s ∈ V then Incomparable
elif t ∈ V then (if t occurs in s then LessThan else Incomparable)
elif s ∈ V then (if s occurs in t then GreaterThan else Incomparable)
else

if ξ ≻ ζ then checkE2,E3(t, s)
elif ξ ≺ ζ then checkinv

E2,E3(t, s)
elif ξ = ζ and ζ ∈ Σ then

if t̄n >>ζ
ep s̄m then checkE2,E3(t, s)

elif t̄n <<ζ
ep s̄m then checkinv

E2,E3(t, s)
else checkE1(t, s)

elif ξ = ζ and ζ ∈ V then
if t̄n >>f

ep s̄m for all f ∈ Σ and n > 0 then checkE4(t, s)
elif t̄n <<f

ep s̄m for all f ∈ Σ and m > 0 then checkinv
E4 (t, s)

else checkE1(t, s)
else checkE1(t, s)

checkE1(ξ t̄n as t, ζ s̄m as s) =
if n > 0 and chop(t) ≥ep s then GreaterThan
elif m > 0 and t ≤ep chop(s) then LessThan
else Incomparable

checkE2,E3(ξ t̄n as t, ζ s̄m as s) =
if m = 0 or t >ep chop(s) then GreaterThan else checkE1(t, s)

checkinv
E2,E3(ξ t̄n as t, ζ s̄m as s) =

if n = 0 or chop(t) <ep s then LessThan else checkE1(t, s)
checkE4(ξ t̄n as t, ζ s̄m as s) =

if m = 0 or chop(t) >ep chop(s) then GreaterThan else checkE1(t, s)
checkinv

E4 (ξ t̄n as t, ζ s̄m as s) =
if n = 0 or chop(t) <ep chop(s) then LessThan else checkE1(t, s)

Figure 1: Pseudocode of the EPO implementation
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Proof. We define a set St that overapproximates the set of all embeddings of t that
may be involved in computing the order of t with some other term.

To this end, let ✄arg be the relation defined by ζ ūn ✄arg ui for all terms ζ ūn and
all i. Let ✄chop be the relation defined by ζ ūn ✄chop chop(ζ ūn) for all terms ζ ūn

with n > 0. Finally, let St be the set of all terms u such that t (✄arg ∪ ✄chop)∗ u. In
other words, St is inductively defined as follows: Let t ∈ St. For any term ζ ūn ∈ St,
let chop(ζ ūn) ∈ St and ui ∈ St for all i.

Inspecting the pseudocode, it is obvious that St and Ss together overapproximate
all terms that are involved in computing the order for the two terms t and s.

In a derivation of (✄arg ∪ ✄chop)∗, any ✄chop step before a ✄arg step can be
eliminated. More precisely, we show that (✄arg ∪✄chop)∗ = (✄∗

arg ◦✄∗
chop) by proving

that (✄chop ◦ ✄arg) ⊆ (✄∗
arg). We assume that w ✄chop v ✄arg u for some terms w, v,

and u. Let w = ζ w̄n. Then v = chop(ζ w̄n) = w1 w2 . . . wn. Let w1 = ξ v̄n. Then
v = ξ v̄n w2 . . . wn. Hence u ∈ v̄n or u ∈ {w2, . . . , wn}. In the first case, we have
w✄arg w1 ✄arg u; In the second case w✄arg u. Either way, w (✄∗

arg) u, which is what
we needed to show.

Hence, St is the set of all terms v such that t (✄∗
arg ◦ ✄∗

chop) v. Therefore, we can
overapproximate the size of St as follows:

|St| ≤
∑

u∈T, t✄∗argu

|{v | u✄∗
chop v}| ≤

∑

u∈T, t✄∗argu

|u| ≤ depth(t) · |t|

The last inequality holds because for any number of steps k,
∑

u∈T, t✄kargu

|u| ≤ |t|

and the number of ✄arg steps from t is bounded by depth(t).
Since St and Ss together overapproximate all terms that are involved in com-

puting the order for the two terms t and s, we can overapproximate the number of
distinct calls to epo by |St × Ss| = |St| · |Ss| ≤ depth(t) · |t| · depth(s) · |s|.

We can use this lemma to derive the computational complexity of epo. The
following theorem is stated only for the length-lexicographic extension operators
since other extension operators may have a higher computational complexity.

Theorem 18. For each f ∈ Σ, let > 7→ >>f be either the left-to-right or the right-to-
left length-lexicographic extension operator. For terms t and s, the computational
complexity of epo(t, s) as given in Figure 1 is O(depth(t) ·depth(s) · |t| · |s| · (|t|+ |s|))
if recursive calls are cached.
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Proof. Let R(t, s) be the set of term pairs (v, u), for which epo(t, s) triggers directly
or indirectly a call to epo(v, u). Let C(v, u) be the complexity of epo(v, u) assuming
O(|v| + |u|) for all recursive calls. Then the computational complexity of epo(t, s) is

O


 ∑

(v,u)∈R(t,s)
C(v, u)


 (*)

We assume O(|v| + |u|) for the recursive calls in the definition of C(v, u) because
each recursive call is either the first one for this argument pair and therefore counted
by another summand of the sum above, or it is not the first one for this argument
pair and can therefore be retrieved from the cache in O(|v| + |u|). (Zipperposition
can retrieve the result from the cache even in constant time because it uses hash
consing for terms.)

To determine C(v, u), we analyze the implementation in Figure 1, assuming
that all recursive calls are linear. Retrieving a result from the cache, searching
for occurrences of a given variable in a term, computing chop, counting the num-
ber of arguments of a term, and iterating through the arguments for the length-
lexicographic comparison are O(|v| + |u|). All other operations are O(1). Hence,
C(v, u) is O(|v| + |u|). Since the term sizes do not increase in recursive calls,
C(v, u) is also O(|t| + |s|) for all (v, u) ∈ R(t, s). By Lemma 17, |R(t, s)| ≤
depth(t) · depth(s) · |t| · |s|. Hence, by (*), the computational complexity of epo(t, s)
is O(depth(t) · depth(s) · |t| · |s| · (|t| + |s|)).

Compared with first-order KBO or RPO, this is rather slow. Löchner [27, 28]
showed that, with a lexicographic extension, KBO can be computed in O(|t|+|s|) and
RPO in O(|t|·|s|). RPO can be implemented so efficiently because the computation of
the lexicographic order of the arguments, i.e., computing t̄n >>ζ

ep s̄m, can be merged
with testing other conditions, i.e., the condition corresponding to checkE2,E3(t, s). It
is an open question whether a similar optimization is possible for EPO, although it
is definitely not as straightforward as for RPO.

7 Evaluation
The following evaluation compares the prototype implementation of EPO with other
orders in Zipperposition. It was performed with a CPU time limit of 300 s on
StarExec Iowa nodes equipped with Intel Xeon E5-2609 0 CPUs clocked at 2.40 GHz.
The raw evaluation results are available online and reproducible.3

3https://doi.org/10.5281/zenodo.3992684
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From the TPTP [35], 665 higher-order problems in THF format were used, con-
taining both monomorphic and polymorphic problems and excluding problems that
contain arithmetic, tuples, the $distinct predicate, or the $ite symbol, as well as
problems whose clausal normal form falls outside the λ-free fragment.

The Sledgehammer (SH) benchmarks, corresponding to the Isabelle’s Judgment
Day problems [12], were regenerated to target λ-free higher-order logic, encoding
λ-expressions as λ-lifted supercombinators [29]. The SH benchmarks comprise 1253
problems, each including 256 Isabelle facts.

Besides EPO, I evaluate λfRPO, λfKBO, and their applicative counterparts
(appRPO, appKBO). Each of the orders were used twice, once using the left-to-
right length-lexicographic extension (LTR) and once using the right-to-left length-
lexicographic extension (RTL) for all symbols. In principle, EPO also allows for
different extension operators for different symbols, but it is unclear how to design
appropriate heuristics. For all orders, I use the inverse frequency of symbols as prece-
dence. On first-order benchmarks, λfRPO and λfKBO coincide with first-order RPO
and KBO. The calculus used for EPO, λfRPO, and λfKBO is the intensional nonpu-
rifying variant of the calculus described in my earlier work [7]. For the monotonic or-
ders EPO and λfKBO, the calculus degrades to essentially first-order superposition,
with the addition of an argument congruence rule that adds arguments of partially
applied functions. In the case of the nonmonotonic order λfRPO, the calculus per-
forms additional superposition inferences onto variables to remain complete, which
is why we would generally expect a better performance with monotonic orders. To
evaluate the applicative counterparts appKBO and appRPO, I apply the applicative
encoding to the given problem directly after the clausal normal form transformation
and use first-order KBO and RPO, respectively, on the resulting problem. The re-
sults for these last two orders are therefore to be interpreted with care because the
applicative encoding also influences various unrelated heuristics in Zipperposition.

Figure 2 displays the number of problems found to be satisfiable (#sat), the
number of problems found to be unsatisfiable (#uns), the average CPU time per
problem (∅tim), the average percentage of the CPU time used to compute order
comparisons (%ord), and the average number of clauses produced during a run
(∅cla). When computing the three averages, satisfiable problems and problems that
at least one of the ten configurations failed to solve within the time limit were
excluded.

From first-order provers, it is well known that KBO generally outperforms RPO.
In the #uns columns, we observe the same effect. In the present setting, the ad-
vantage of λfKBO is possibly even greater because the calculus performs inferences
onto variables with RPO. Although these additional superposition inferences are not
performed when using EPO, the #uns results for EPO are worse than λfRPO and

2464



The Embedding Path Order for Lambda-Free Higher-Order Terms

LTR RTL
#sat #uns ∅tim %ord ∅cla #sat #uns ∅tim %ord ∅cla

TPTP EPO 120 463 1.3 6.9 2155 120 462 1.2 6.8 2163
λfRPO 119 472 0.3 0.9 1196 119 471 0.3 1.0 1171
λfKBO 121 474 0.1 1.6 430 121 473 0.2 1.6 600
appRPO 138 472 0.6 1.1 749 123 472 1.6 2.0 1489
appKBO 122 476 0.1 1.9 306 122 476 0.3 2.0 462

SH EPO 1 509 2.6 23.5 6356 1 505 3.1 23.2 6251
λfRPO 1 550 1.6 4.7 7130 1 549 2.4 4.8 8612
λfKBO 1 594 1.6 8.8 9206 1 590 1.3 8.7 6949
appRPO 1 481 13.3 8.1 26346 1 462 17.9 16.3 28897
appKBO 1 502 10.6 11.3 25236 1 502 10.9 11.6 26202

Figure 2: Evaluation

λfKBO. The %ord columns reveal that this is probably because EPO takes consid-
erably more time to compute. I hypothesized that a second reason could be that
generally more term pairs are incomparable under EPO and thus more inferences
need to be performed and more clauses are produced. Although the numbers in the
∅cla column on the TPTP benchmark set confirm this hypothesis, the correspond-
ing numbers on the SH benchmark set contradict it because on those benchmarks,
EPO is actually producing the least amount of clauses.

The raw data indicate that despite the poor performance of λfRPO and EPO
these orders may be useful in a portfolio prover. The λfRPO configurations can
solve 16 problems that neither of the λfKBO configurations can solve. The EPO
configurations can solve 11 problems that neither of the λfRPO configurations can
solve, 12 problems that neither of the λfKBO configurations can solve, 51 problems
that neither of the appRPO configurations can solve, 66 problems that neither of
the appKBO configurations can solve, and 4 problems that no other configuration
can solve. Most of the problems where EPO outperforms other orders are in the SH
benchmark set. Overall, λfRPO is preferable over EPO if one is willing to face the
complications of a nonmonotonic order in theory and in implementation.

The direction (LTR or RTL) of the length-lexicographic extension does not have a
large impact. For λfKBO and appKBO, this is to be expected since the lexicographic
comparison comes into play only when weights are equal. For EPO, the advantage
of RTL suggested in Section 4.2 is not corroborated by the evaluation. Only with
appRPO, LTR performs better than RTL. This might be because LTR tends to
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put more importance to the symbols that were at the heads of terms before the
applicative encoding, yielding a better measure of the complexity of a term.

8 Discussion and related work

I presented a ground-total and well-founded simplification order for λ-free higher-
order terms resembling RPO. In first-order logic, KBO generally outperforms RPO,
but RPO with well-chosen parameters behaves better than KBO on many examples.
In λ-free higher-order logic, the situation appears to be similar. However, RPO can-
not be easily used for superposition in this logic if we want the calculus to remain
complete because the natural generalization [9] is nonmonotonic. If one wants to
avoid the complications of nonmonotonic orders, EPO seems to be a good replace-
ment to fill the role of RPO in λ-free higher-order logic. Otherwise, calculi specialized
to deal with nonmonotonic orders such as λfRPO [7, 11] are the better choice.

The literature contains several other variants of RPO targeting the more difficult
problem of providing useful orders for full higher-order terms with λ-abstractions:
Lifantsev and Bachmair’s lexicographic path-order on λ-free higher-order terms [26],
Jouannaud and Rubio’s higher-order RPO (HORPO) [22], Kop and Van Raams-
donk’s iterative HORPO [25], the HORPO extension with polynomial interpreta-
tion orders by Bofill et al. [11], and the computability path order by Blanqui et
al. [10]. However, these orders all lack ground-totality and, except for Lifantsev and
Bachmair’s order, the subterm property for terms of different types.

Goubault-Larrecq [21] and Dershowitz [17] provide general frameworks to prove
well-foundedness of RPO-like orders. I have considered using them, but determined
that they would not reduce the overall complexity of my proofs because establishing
that these frameworks apply to EPO is not trivial, and EPO’s well-foundedness is not
the most difficult property to establish. In fact, the subterm property and stability
under substitutions are the ones that are difficult to show. Goubault-Larrecq’s
framework offers a lemma to prove stability under substitutions, but unfortunately
it is limited to first-order logic.

To explore different candidate definitions for EPO, I formalized my ideas early
on in Isabelle/HOL [31]. This allowed me to keep track of changes in the definition
and how they influence the properties and their proofs more easily. To find examples
explaining why certain properties do not hold for some tentative definitions of EPO,
Lazy SmallCheck [33] was of great help. For instance, it was Lazy SmallCheck that
found the example x f f >′

ep x x versus f y f f 6>′
ep f y (f y) mentioned in Section 4.

In future work, I would like to investigate whether the computation of EPO can
be optimized further. To put EPO to use in practice, implementing it in E prover
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[34] would be a good target because E’s λ-free higher-order mode is designed for
ground-total simplification orders and its calculus is more efficient for those than
Zipperposition’s by circumventing the argument congruence rule.
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Abstract

Two concepts of single- and multiple-conclusion entailment, based on the
idea of minimality, are introduced and studied. The analysis is performed at
the propositional level. As for consistent sets of premises, ranges of the entail-
ments defined, dubbed “strong”, equal ranges of their classical counterparts.
Yet, strong entailments are non-Tarskian. In particular, they are not mono-
tone, but, at the same time, have some intuitively plausible properties which
their standard counterparts lack. A proof-theoretic account of minimally in-
consistent sets and thus, indirectly, of strong entailments is provided. Some
applications of the introduced concepts, pertaining to belief revision and argu-
ment analysis, are discussed.

Keywords: entailment, multiple-conclusion entailment, non-monotonic logic, mini-
mally inconsistent sets, contraction, argument analysis

1 Introduction
1.1 Single-Conclusion Entailment
The idea of transmission of truth underlies the intuitive concept of entailment. Ac-
cording to the idea, entailment is akin to an input-output device which, when fed
with truth at the input, gives truth at the output. The input need not consist of
truths, but if it does, it transforms into a true output. Similarly, if the premises
are all true, any conclusion entailed by them must be true, although the truth of
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premises is not a necessary condition for entailment to hold. Or, to put it differently,
the hypothetical truth of premises warrants the truth of an entailed conclusion.1

Logicians operate with well-formed formulas (wffs for short) of formalized lan-
guages and conceptualize entailment as a semantic relation between sets of wffs and
single wffs. At the same time they tend to understand the “if” above in the sense of
material conditional. Yet, since a material conditional with false antecedent is true
irrespective of the logical value of the consequent, as a consequence one gets:

(I) a set of wffs which cannot be simultaneously true, i.e. an inconsistent set,
entails every wff.

Moreover, a material conditional with true consequent is true irrespective of the
logical value of the antecedent, and hence:

(II) a logically valid wff is entailed by any set of wffs.

Both (I) and (II) are a kind of by-products and we got accustomed to live with them.
But (I) as well as (II) seem to contravene the intuitive idea of transmission of truth.
To say that “truth is transmitted” seems to presuppose that it can occur at the
input and that it need not occur at the output.

Another drawback of the received view is this. To say that the hypothetical
truth of sentences in a set X warrants the truth of a sentence B seems to presuppose
that the hypothetical truth of all the sentences in X contributes to the hypothetical
truth of B. Entailment intuitively construed is a kind of semantic entrenchment of an
entailed sentence in a set of sentences that entails it: a set of sentences X that entails
a sentence B comprises neither less nor more sentences than those the hypothetical
truth of which, jointly, warrants the truth of B. On the other hand, entailment
defined in the usual way, by using, inter alia, the material “if”, is monotone:

(M) a wff B entailed by a set of wffs X is entailed by any superset of X as well

and hence the wff B is also entailed by sets of wffs which contain elements that are
irrelevant with regard to the transmission of truth and/or the semantic entrenchment
effect(s): their hypothetical truth do not contribute in any way to the truth of B.

1.2 Multiple-Conclusion Entailment
The concept of entailment is sometimes generalized to the concept of multiple-
conclusion entailment (mc-entailment for short). Mc-entailment is a semantic rela-
tion between sets of wffs, where an entailed set is allowed to contain more than one

1The latter statement can be explicated as: “If the truth-conditions of all the premises are met,
an entailed conclusion is true as well.”
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element. The underlying idea is: an mc-entailed set must contain at least one true
wff if the respective mc-entailing set consists of truths. Or, to put it differently, the
hypothetical truth of all the wffs in an mc-entailing set warrants the existence of a
true wff in the mc-entailed set.2

Mc-entailment can hold for trivial reasons: X mc-entails Y because X single-
conclusion entails (sc-entails for short) at least one wff in Y . But mc-entailment
can also hold non-trivially: it happens that a set of wffs, X, mc-entails a set of
wffs, Y , although X does not sc-entail any wff in Y . For instance (taking Classical
Propositional Logic as the basis), the truth of all the wffs in the set X = {p→ q∨r, p}
warrants the existence of a true wff in the set Y = {q, r}, but neither q nor r is
sc-entailed by X or, to put it differently, the hypothetical truth of the wffs in X
guarantees that at least one of: q, r, is true, but warrants neither the truth of q nor
the truth of r.

The concept of mc-entailment is more general than that of sc-entailment. One
can always define sc-entailment as mc-entailment of a singleton set. However, it is
not the case that mc-entailment can always be defined in terms of sc-entailment.3

One of the ways of thinking of entailed non-singleton sets is to construe them as
items effectively delimiting search spaces: a set of wffs Y entailed by a set of wffs X
is a minimal set that comprises wffs among which a truth must lie if the wffs in X are
all true. “Minimal” means here “no proper subset of Y behaves analogously w.r.t.
X.” Another way of thinking about an entailed set is to construe it as characterizing
the relevant cases to be considered, for if X mc-entails Y and each wff in Y sc-entails
a wff B, the wff B is sc-entailed by X as well. However, the standard concept of
mc-entailment is too broad to reflect the above ideas. This is due to the fact that
mc-entailment is right-monotone.

(RM) if a set of wffs X mc-entails a set of wffs, Y , then X mc-entails any
superset of Y as well.

Observe also that mc-entailment explicated by means of the material “if” suffers
2It is sometimes claimed that the concept of mc-entailment originates from [5] due to his intro-

duction of sequents with sequences of wffs in the succedents. The semantic concept of mc-entailment
was explicitly introduced in [4] under the heading “involution.” Its syntactic counterpart, mc-
consequence, was incorporated into the general theory of logical calculi by [19]. The first monograph
devoted to mc-consequence and related concepts (multiple-conclusion calculus, multiple-conclusion
rules, etc.) was [20].

3Philosophers tend to think that mc-entailment between sets X and Y is nothing more than
sc-entailment of a disjunction of all the formulas in Y from a conjunction of all the formulas in X.
However, this is not always so; whether this is right depends both on the richness of syntax (the
presence/lack of infinite disjunctions and conjunctions) and semantics (the classical/nonclassical
meanings of disjunction and conjunction). For details and counterexamples see [21].
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similar drawbacks to those of sc-entailment explicated in this way:

(I’) any set of wffs is mc-entailed by an inconsistent set of wffs, and

(II’) a set of wffs that contains a logically valid wff is mc-entailed by any set of
wffs.

Moreover, mc-entailment is left-monotone, that is:

(LM) a set of wffs Y which is mc-entailed by a set of wffs X is also mc-entailed by
any superset of X.

Hence there exist mc-entailing sets of wffs which contain, inter alia, wffs that are
semantically irrelevant to the corresponding mc-entailed sets. For example, {s, p→
q ∨ r, p} mc-entails {q, r}, while the hypothetical truth of s is completely irrelevant
to the occurrence of truth in {q, r}.

1.3 Aims
In this paper we introduce and examine a concept of multiple-conclusion entail-
ment, which we dub “strong multiple-conclusion entailment.” Formally, strong mc-
entailment is a subrelation of mc-entailment. We define strong mc-entailment in a
way which allows us to avoid the drawbacks (I’) and (II’) indicated above. Moreover,
strong mc-entailment is neither left-monotone nor right-monotone. As a by-product
one gets a concept of single-conclusion entailment which, in turn, is free of the
drawbacks pointed out at the beginning of this paper. We coin the concept “strong
single-conclusion entailment.” This concept of sc-entailment is analysed in the paper
as well.

For simplicity, the analysis is pursued at the propositional level.
The paper is organized as follows.
Section 2 introduces the logical apparatus needed.
Section 3 is devoted to strong mc-entailment. Its definition is proposed and the

adequacy issue is addressed therein. The consecutive subsections include theorems
and corollaries characterizing basic properties of strong mc-entailment. In particular,
it is shown that strong mc-entailment between non-empty sets of wffs involves only
such sets which comprise contingent (i.e. neither valid nor inconsistent) wffs. It
occurs that, as long as the underlying logic has the compactness property, strong mc-
entailment holds only between finite sets of wffs. Strong mc-entailment exhibits the
variable-sharing property. The relation between strong mc-entailment and minimally
inconsistent sets is examined. A deduction theorem for strong mc-entailment is
provided.
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An analysis of strong sc-entailment is presented in Section 4. We define it as
strong mc-entailment of a singleton set. Basic properties of strong sc-entailment are
analysed. It is shown that the relation between strong mc- and sc-entailments does
not fit the “a conjunction yields a disjunction” pattern.

In Section 5 we compare strong sc- and mc-entailment with their classical coun-
terparts. We show that classical sc-entailment from a consistent set of wffs boils
down to strong sc-entailment from a finite subset of the set: any wff classically sc-
entailed by a consistent set of wffs is also strongly sc-entailed by a finite subset of
the set. An analogous result for strong mc-entailment is proven as well. Section
5 includes also some comparative remarks on strong entailments and accounts of
entailment proposed in relevance logics and connective logics.

Section 6 provides a proof-theoretic account of minimally inconsistent sets and
thus, indirectly, of strong mc- and sc-entailments. Proofs of soundness and com-
pleteness of the proposed calculus are given in the Appendix.

Section 7 is devoted to some conceptual applications of the results presented in
the previous sections.

Section 8 discusses the issue of transferability of the results concerning the clas-
sical propositional case to the first-order level and, very briefly, to the case of non-
classical logics.

Some, but not all, of the results presented in this paper were already made
available in the research report [28].

2 The Logical Basis

We remain at the propositional level, and we consider the case of Classical Propo-
sitional Logic (hereafter: CPL). We assume that CPL is expressed in a language
characterized as follows.

The vocabulary of the language comprises a countably infinite set Var of propo-
sitional variables, the connectives: ¬,∨,∧,→, and brackets. The set Form of well-
formed formulas (wffs) of the language is the smallest set that includes Var and sat-
isfies the following conditions: (1) if A ∈ Form, then ‘¬A′ ∈ Form; (2) if A, B ∈ Form,
then ‘(A ⊗ B)‘ ∈ Form, where ⊗ is any of the connectives: ∨,∧,→. We adopt the
usual conventions concerning omitting brackets. We use A, B, C, D, with subscripts
when needed, as metalanguage variables for wffs, and X, Y, W, Z, with or without
subscripts or superscripts, as metalanguage variables for sets of wffs. The letters
p, q, r, s, t are exemplary elements of Var.

By a proper superset of a set of wffs X we mean a set of wffs Z such that X
is a proper subset of Z. For the sake of brevity, we adopt the following notational
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conventions:

• we write X, Y instead of X ∪ Y ,

• X, A abbreviates X ∪ {A},

• X⊖A abbreviates X \ {A}.

These conventions will be applied as long as there is no risk of a misunderstanding.
The inscriptions ∧

X and ∨
Y refer to a conjunction of all the wffs in a non-

empty and finite set of wffs X and to a disjunction of all the wffs in X, respectively.
If X is a singleton set, {A}, then ∧

X = ∨
X = A.

Let 1 stand for truth and 0 for falsity. A CPL-valuation is a function v : Form |→
{1, 0} satisfying the following conditions: (a) v(¬A) = 1 iff v(A) = 0; (b) v(A∨B) =
1 iff v(A) = 1 or v(B) = 1; (c) v(A ∧ B) = 1 iff v(A) = 1 and v(B) = 1; (d)
v(A → B) = 1 iff v(A) = 0 or v(B) = 1. Remark that the domain of v includes
Var.

For brevity, in what follows we will be omitting references to CPL. Unless oth-
erwise stated, the semantic relations analysed are supposed to hold between sets
of CPL-wffs, or sets of CPL-wffs and single CPL-wffs. By valuations we will mean
CPL-valuations.

We define:

Definition 1 (Sc-entailment). X |= A iff for each valuation v:

• if v(B) = 1 for every B ∈ X, then v(A) = 1.

Wffs A and B are logically equivalent iff A |= B and B |= A. Sets of wffs, X and
Y , are logically equivalent iff they have exactly the same models, where a model of
a set of wffs is a valuation which makes true all the wffs in the set.

Definition 2 (Mc-entailment). X ∥= Y iff for each valuation v:

• if v(B) = 1 for every B ∈ X, then v(A) = 1 for at least one A ∈ Y .

Definition 3 (Consistency, inconsistency, validity, and contingence). A set of wffs X
is consistent iff there exists a valuation v such that for each A ∈ X, v(A) = 1;
otherwise X is inconsistent. A wff B is:

1. consistent iff the singleton set {B} is consistent,

2. inconsistent iff the singleton set {B} is inconsistent,
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3. valid iff for each valuation v, v(B) = 1,

4. contingent iff B is neither inconsistent nor valid.

Remark 1. Consistent wffs construed in the above manner are often called satisfi-
able wffs. The category of contingent wffs comprises wffs which are satisfiable, but
not valid.

3 Strong Multiple-Conclusion Entailment
3.1 Definition and the Adequacy Issue
We use ∥≺ as the symbol for strong mc-entailment, and we define the relation as
follows:4

Definition 4 (Strong mc-entailment). X ∥≺ Y iff

1. X ∥= Y , and

2. for each A ∈ X : X⊖A ∥=/ Y , and

3. for each B ∈ Y : X ∥=/ Y⊖B.

The consecutive clauses of the above definition express the following intuitions: the
hypothetical truth of all the wffs in X warrants the existence of at least one true wff
in Y , yet the warranty disappears as X decreases or Y decreases. In other words,
X and Y are minimal sets under the warranty provided by the clause 1.

Here are simple examples:

{p} ∥≺ {p} (1)

{p, p→ q} ∥≺ {q} (2)

{p ∨ q,¬p} ∥≺ {q} (3)

∅ ∥≺ {p,¬p} (4)

{p,¬p} ∥≺ ∅ (5)

∅ ∥≺ {p ∨ ¬p} (6)

{¬p,¬q, p ∨ q} ∥≺ ∅ (7)

∅ ∥≺ {p, q,¬(p ∨ q)} (8)
4Recall that X⊖A abbreviates X \ {A}, and similarly for Y .
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{p ∨ q} ∥≺ {p, q} (9)
{p ∨ q} ∥≺ {p ∧ q, p ∧ ¬q,¬p ∧ q} (10)
{p ∧ q → r,¬r} ∥≺ {¬p,¬q} (11)
{p ∧ (q ∨ r)} ∥≺ {p ∧ q, p ∧ r} (12)
{p ∨ (q ∨ r)} ∥≺ {p ∨ q, p ∨ r} (13)

{¬(p ∧ (q ∧ r))} ∥≺ {¬p ∨ ¬q,¬p ∨ ¬r} (14)
{p ∨ (q ∨ r)} ∥≺ {(p ∨ q) ∧ (p ∨ r), q ∨ r} (15)

Note that ∅ ∥≺/ ∅, as ∅ ∥=/ ∅.
Since the empty set has no proper subsets, and each proper subset of a non-

empty set is included in a maximal proper subset of the set, it is clear that the
following is true:
Corollary 1. X ∥≺ Y iff X ∥= Y and the following conditions hold:

1. there is no proper subset Z of X such that Z ∥= Y ,

2. there is no proper subset W of Y such that X ∥= W .
Due to the monotonicity of “standard” mc-entailment, ∥=, we have:

Corollary 2. If X ∥≺ Y , then:
1. Z ∥≺/ Y , where Z is either a proper subset or a proper superset of X,

2. X ∥≺/ W , where W is either a proper subset or a proper superset of Y .
Thus strong mc-entailment, ∥≺, is neither left-monotone nor right-monotone.

The examples presented below witness this:

{p, p→ q ∨ r} ∥≺ {q, r} (16)
{p, p→ q ∨ r,¬q} ∥≺/ {q, r} (17)
{p, p→ q ∨ r} ∥≺/ {q, r, q ∨ r} (18)

Observe that the following are true:5

{p,¬p} ∥≺/ {q} (19)
{p} ∥≺/ {p ∨ ¬p} (20)

Thus it is neither the case that any inconsistent set of wffs strongly mc-entails any
set of wffs nor it is the case that a set which contains a valid wff is strongly mc-
entailed by any set of wffs. Hence strong mc-entailment is free of the drawbacks (I’)
and (II’) pointed out in section 1.2.

5As for (19), {q} \ {q} = ∅, but we have {p, ¬p} ∥= ∅. In the case of (20) we have ∅ ∥= {p ∨ ¬p}.
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3.1.1 Strong Mc-entailment, Perfect Validity, and Tennant’s Entail-
ments

Corollary 1 yields that our concept of strong mc-entailment is akin to (but not
identical with ) the concept of perfectly valid sequent introduced in [25], p. 185.

Assume for a moment that sequents are simply pairs of sets of wffs. A proper
subsequent of a sequent X : Y is a sequent resulting from it by removing at least one
wff from X or from Y . Tennant’s definition of validity of a sequent X : Y amounts
to the presence of mc-entailment of Y from X. A sequent X : Y is perfectly valid iff
X : Y is valid and no proper subsequent of X : Y is valid. Thus, by Corollary 1, a
sequent X : Y is perfectly valid iff X ∥≺ Y holds.6

However, perfect validity performs an auxiliary role in [25]. The central concept
is that of sequent being an entailment. A sequent X : Y is an entailment just in
case X : Y has a perfectly valid suprasequent. A sequent Z : W is a suprasequent
of the sequent X : Y iff for some substitution s, s(Z) = X and s(W ) = Y . Tennant
builds a sequent calculus which is sound and complete w.r.t. entailments construed
in the above manner. A proof-theoretic account of perfectly valid sequents is also
given by means of the so-called perfect proofs.

In this paper we will concentrate on a semantic analysis of strong mc-entailment
or, if you prefer, perfect validity. A proof-theoretic account of strong mc-entailment,
different from that offered by Tennant for perfect validity, will be also provided.

3.2 Basic Properties of Strong Mc-entailment
Let us first note:

Corollary 3. Let A, B be logically equivalent wffs.

1. If A ∈ X and X ∥≺ Y , then X⊖A ∪ {B} ∥≺ Y .

2. If A ∈ Y and X ∥≺ Y , then X ∥≺ Y⊖A ∪ {B}.

Thus logically equivalent wffs are replaceable in the context of strong mc-entailment.
Needless to say, replaceability may fail for logical equivalence of sets of wffs. This

6But if the concept of proper subsequent is to be understood differently (i.e. X ′ : Y ′ is a proper
subsequent of X : Y just in case X ′ ⫋ X or Y ′ ⫋ Y , one needs the condition:

X ′ ∪ Y ′ ⊆ X ∪ Y

in order to pass from perfect validity to strong mc-entailment. Tennant does not provide an explicit
definition of the notion of proper subsequent used.
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is not surprising, as strong mc-entailment is a “hybrid” notion, defined in terms of
semantic as well as set-theoretic clauses.7

Corollary 4. {A} ∥≺ {A} iff A is contingent.

Proof. Clearly, {A} ∥= {A}, and {A}⊖A = ∅. On the other hand, A is not valid iff
∅ ∥=/ {A}, and A is not inconsistent iff {A} ∥=/ ∅.

However, the overlap/reflexivity condition is not satisfied in the case of non-
singleton sets.

Corollary 5. If X has at least two elements, then X ∥≺/ X.

Proof. Suppose otherwise. It follows that X⊖A ∥=/ X, where A ∈ X. But, as X
has at least two elements, it holds that X⊖A ∩ X ̸= ∅ and hence X⊖A ∥= X. A
contradiction.

Let us now prove

Corollary 6. If X ∥≺ Y and X is inconsistent, then Y = ∅.

Proof. Let X ∥≺ Y . Thus X ∥= Y . Assume that X is inconsistent. Suppose that
Y ̸= ∅. Thus ∅ is a proper subset of Y . However, X ∥= ∅ (since X is inconsistent)
and hence X ∥≺/ Y due to Corollary 1. So Y = ∅.

Thus an inconsistent set strongly mc-entails, if any, only the empty set. If any,
since there are inconsistent sets that do not strongly mc-entail even the empty set.
For instance, the set {p ∧ ¬p, p} does not strongly entail the empty set because we
still have {p ∧ ¬p} ∥= ∅. As we will see, only minimally inconsistent sets strongly
mc-entail the empty set.

Remark 2. There exist strongly mc-entailed inconsistent sets of wffs. Examples
(4) and (8) presented above support this claim. Here are examples which do not
involve the empty set:

{p} ∥≺ {p ∧ q, p ∧ ¬q} (21)

{¬(p ∧ q), p ∨ q} ∥≺ {p ∧ ¬q,¬p ∧ q} (22)

7Such a solution has obvious vices, but also some virtues; see sections 4.2.3 and 5.1 below.
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3.2.1 Contingent, Valid, and Inconsistent Wffs

Interestingly enough, strong mc-entailment between non-empty sets of wffs involves
sets which comprise contingent wffs only. The following holds:

Theorem 1 (Contingency). Let X ∥≺ Y . If X ̸= ∅ and Y ̸= ∅, then each wff in
X ∪ Y is contingent.

Proof. Assume that X ∥≺ Y , where X and Y are non-empty sets.
Suppose that X contains a valid wff, say, A. It follows that X⊖A ∥= Y and

therefore X ∥≺/ Y . Now suppose that X contains an inconsistent wff. Hence X is
an inconsistent set. But Y ̸= ∅. Thus, by Corollary 6, X ∥≺/ Y , which contradicts
the assumption.

Therefore X contains contingent wffs only.
Suppose that a valid wff, say, A, belongs to Y . By assumption, X ̸= ∅, so ∅ is a

proper subset of X. Suppose that Y = {A}. Clearly, ∅ ∥= {A} due to the validity
of A. Hence X ∥≺/ {A}. Now suppose that Y ̸= {A}. As Y ̸= ∅, it follows that {A}
is a proper subset of Y which, however, is mc-entailed by X since A is valid. Thus
X ∥≺/ Y . Therefore no valid wff belongs to Y .

Finally, suppose that an inconsistent wff, B, belongs to Y . In this case X ∥= Y
yields X ∥= Y⊖B. As Y is, by assumption, non-empty, Y⊖B is a proper subset of
Y . It follows that X ∥≺/ Y . We arrive at a contradiction. Thus no wff in Y is
inconsistent.

Therefore X ∪ Y contains contingent wffs only.

What if either X or Y is empty? The answer is provided by:

Corollary 7.

1. If ∅ ∥≺ Y , then either Y is a singleton set containing a valid wff, or Y is a
non-singleton set comprising only contingent wffs.

2. If X ∥≺ ∅, then either X is a singleton set containing an inconsistent wff, or
X is a non-singleton set comprising only contingent wffs.

Proof. If ∅ ∥≺ Y , then Y ̸= ∅. Assume that Y is a singleton set, {C}. Since
∅ ∥≺ {C} presupposes ∅ ∥= {C}, it follows that C is a valid wff. Assume that Y is
a non-singleton set. Suppose that Y contains a non-contingent wff, say, B. If B is
valid, then ∅ ∥= {B} and hence ∅ ∥≺/ Y . The situation is analogous when B is an
inconsistent wff; in this case we would have ∅ ∥= Y⊖B.

If X ∥≺ ∅, then X ̸= ∅. Assume that X is a singleton set, {C}. Thus {C} ∥= ∅
and hence C is an inconsistent wff. Assume that X is a non-singleton set. Suppose

2481



Wiśniewski

that X contains a non-contingent wff, say, A. Clearly, X⊖A is a proper subset of
X and so is {A}. Assume that A is valid. Thus X⊖A ∥= ∅ and hence X ∥≺ ∅ does
not hold. Now assume that A is inconsistent. Thus {A} ∥= ∅ and hence, again,
X ∥≺ ∅ is not the case. Therefore each wff in X is contingent provided that X is a
non-singleton set.

As for strong mc-entailment, non-contingent wffs come into play in two excep-
tional situations only.

Theorem 2. Let X ∥≺ Y .

1. If C is valid, then: C ∈ X ∪ Y iff X = ∅ and Y = {C}.

2. If C is inconsistent, then: C ∈ X ∪ Y iff X = {C} and Y = ∅.

Proof. Let C be a valid wff. Assume that X ∥≺ Y and C ∈ X ∪ Y .
Suppose that C ∈ X. Hence X ̸= ∅ and X⊖C is a proper subset of X. If C is

valid, then whatever is mc-entailed by X is also mc-entailed by X⊖C . So X ∥≺/ Y .
We arrive at a contradiction. Therefore C /∈ X and thus C ∈ Y .

Suppose that X ̸= ∅. Thus ∅ is a proper subset of X. Since C is valid and C ∈ Y ,
we have ∅ ∥= Y . It follows that X ∥≺/ Y , contrary to the assumption. Therefore
X = ∅. As C ∈ Y , it follows that Y does not comprise contingent wffs only. Hence
Y = {C} due to Corollary 7.

Needless to say, if Y = {C}, then C ∈ X ∪ Y .
The proof of (2 ) goes along similar lines.

According to Theorem 2, valid wffs can occur as elements of strongly mc-entailed
sets, but these sets are always singleton sets which, moreover, are strongly mc-
entailed only by the empty set. Similarly, if an inconsistent wff belongs to a strongly
mc-entailing set, it is the only element of this set and the respective strongly mc-
entailed set is empty. Moreover, valid wffs never occur in strongly mc-entailing sets,
and inconsistent wffs never occur in strongly mc-entailed sets.

3.2.2 Strict Finiteness and Variable Sharing

We are dealing here with CPL, in which mc-entailment has the following properties:

(lf) If X ∥= Y , then X1 ∥= Y for some finite subset X1 of X.

(rf) If X ∥= Y , then X ∥= Y1 for some finite subset Y1 of Y.

As for CPL (and other logics in which mc-entailment fulfils the above conditions),
strong mc-entailment is strictly finitistic in the sense explained by:
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Theorem 3 (Strict finiteness). If X ∥≺ Y , then X and Y are finite sets.

Proof. Let X ∥≺ Y .
Suppose that X is an infinite set. By Corollary 1, it follows that there is no

finite subset of X which mc-entails Y . Hence X ∥=/ Y due to condition (lf). But
X ∥≺ Y yields X ∥= Y . So X is a finite set. Now suppose that Y is an infinite set.
Hence, by Corollary 1, no finite subset of Y is mc-entailed by X. Thus X ∥=/ Y due
to condition (rf). It follows that X ∥≺ Y does not hold, contrary to the assumption.
So Y is a finite set as well.

Our next theorem is strongly dependent on the fact that we consider here propo-
sitional formulas.
Notation. By Var(A) we designate the set of all the propositional variables that
occur in a wff A. Var(X) designates the set of all the propositional variables that
occur in the wffs which belong to a set of wffs X.

Theorem 4 (Variable sharing). Let X ∥≺ Y . If X and Y are non-empty sets, then
Var(X) ∩ Var(Y ) ̸= ∅.

Proof. Let X ∥≺ Y , where X ̸= ∅ and Y ̸= ∅.
If X ̸= ∅, then, by Corollary 2, ∅ ∥=/ Y . By assumption, Y ̸= ∅. So there exists

a valuation, say, v∗, such that v∗(B) = 0 for any B ∈ Y . By Corollary 6, X is
consistent. Hence there exists a valuation v such that v(A) = 1 for every A ∈ X.

Suppose that Var(X) ∩ Var(Y ) = ∅. Let v+ be a valuation such that: (a)
v+(pi) = v∗(pi) if pi ∈ Var(Y ), (b) otherwise v+(pi) = v(pi). As Var(X)∩Var(Y ) =
∅, we have v+(A) = 1 for every A ∈ X. On the other hand, v+(B) = 0 for each
B ∈ Y . Hence X ∥=/ Y and therefore X ∥≺/ Y . We arrive at a contradiction.

So when strong mc-entailment between X and Y holds, the wffs in X share propo-
sitional variable(s) with the wffs in Y . However, Theorem 4 cannot be strengthened
to the effect that Var(Y ) ⊆ Var(X) would be the case. Similarly, Var(X) ⊆ Var(Y )
does not generally hold.8

3.2.3 Partial Reduction to Minimally Inconsistent Sets

As long as a logic operating with the classical negation is concerned, there exist
simple links between strong mc-entailment and minimally inconsistent sets:9

8For instance, we have {p ∨ q} ∥≺ {p, r → q} as well as {p ∧ q} ∥≺ {p}.
9The concept of minimally inconsistent set has found natural applications is many areas, from

philosophy of science (cf., e.g., [9]) to theoretical computer science, AI, and logic (see, e.g., [12],

2483



Wiśniewski

Definition 5 (Minimally inconsistent set; MI-set). A set of wffs X is minimally
inconsistent iff X is inconsistent, but each proper subset of X is consistent.

For brevity, we will be referring to minimally inconsistent sets as to MI-sets.
Note that ∅ is not a MI-set. Singleton MI-sets have inconsistent wffs as the (only)

elements. Here are examples of non-singleton MI-sets:

{p,¬p} (23)

{p ∨ q,¬p,¬q} (24)

{p→ q, p,¬q} (25)

{p→ q ∨ r, p,¬q,¬r} (26)

{p→ q, q → r,¬(p→ r)} (27)

Clearly, the following holds:

Corollary 8. X is a MI-set iff X is inconsistent and for each A ∈ X, the set X⊖A

is consistent.

Remark 3. As for CPL, any MI-set is finite. This is due to the fact that the following
compactness claim holds for CPL:

(♣) for each set of wffs Z: the set Z is consistent iff each finite subset of Z is
consistent.

However, there are logics for which the analogues of (♣) do not hold and thus
finiteness is not a property of MI-sets in general.10

Notation. For brevity, we put:

¬Y =df {¬A : A ∈ Y }

In the case of CPL, strong mc-entailment and MI-sets are linked in the following
way:

Theorem 5. X ∥≺ Y iff X ∩ ¬Y = ∅ and X,¬Y is a MI-set.

[3], [16]). Minimally inconsistent sets are also called minimal unsatisfiable (sub)sets or unsatisfiable
cores.

10For example, in a logic that validates the ω-rule, a set of the form {∃xP x} ∪ {¬P a : a ∈ T},
where P is a predicate and T is a (countably infinite) set of all closed terms of the language, is an
infinite MI-set.
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Proof. (⇒) Let X ∥≺ Y . Suppose that X ∩ ¬Y ̸= ∅. Let A ∈ X ∩ ¬Y . Thus
A = ¬B for some B ∈ Y . Let Y ∗ = Y⊖B. From X ∥≺ Y we get X ∥= Y ∗, B.
Therefore X,¬B ∥= Y ∗, that is, X, A ∥= Y ∗. But X, A = X, since A ∈ X. Hence
X mc-entails the proper subset Y ∗ of Y . It follows that X ∥≺/ Y . We arrive at a
contradiction. Therefore X ∩ ¬Y = ∅.

If X ∥≺ Y , then X ∥= Y and thus the set X,¬Y is inconsistent. Let us designate
the set X,¬Y by Z.

If A ∈ Z, then A ∈ X or A ∈ ¬Y .
Assume that A ∈ X. By the clause 2 of Definition 4, X⊖A ∥=/ Y and thus the

set X⊖A,¬Y is consistent, that is, Z⊖A is consistent.
Now assume that A ∈ ¬Y . Hence A = ¬B for some B ∈ Y . By the clause 3 of

Definition 4, X ∥=/ Y⊖B. Thus the set X,¬(Y⊖B) is consistent. Yet, X,¬(Y⊖B) =
Z⊖A. Hence the set Z⊖A is consistent.

By Corollary 8, X,¬Y is thus a MI-set.
(⇐) Assume that X ∩¬Y = ∅ and X,¬Y is a MI-set. From the latter it follows that
X ∥= Y .

Again, let Z = X,¬Y .
Suppose that X⊖A ∥= Y for some A ∈ X. Then the set X⊖A,¬Y is inconsistent.

Yet, since X ∩ ¬Y = ∅, the set X⊖A,¬Y is a proper subset of Z. Thus Z is not a
MI-set. A contradiction.

Now suppose that X ∥= Y⊖B for some B ∈ Y . Let us designate Y⊖B by Y ∗. As
X ∥= Y ∗ holds, the set X,¬Y ∗ is inconsistent. But X ∩ ¬Y = ∅, so ¬B does not
belong to X. Hence the set X,¬Y ∗ is a proper subset of Z. Thus Z is not a MI-set.
A contradiction again.

Therefore X ∥≺ Y .

Theorem 5 yields:

Corollary 9.

1. X ∥≺ ∅ iff X is a MI-set.

2. ∅ ∥≺ Y iff ¬Y is a MI-set.

Remark 4. As the second part of the proof of Theorem 5 shows, one can get X ∥≺ Y
from the fact that X,¬Y is a MI-set on the condition that X ∩ ¬Y = ∅ holds. This
condition is a necessary one. For example, let X = {p ∨ q,¬p,¬q} and Y = {p, q}.
Then ¬Y = {¬p,¬q} and hence X,¬Y = X. As X is a MI-set, so is X,¬Y . However,
X ∥≺/ Y , since {p ∨ q} ∥= {p, q}. On the other hand, X ∩ ¬Y = {¬p,¬q} ≠ ∅.

There exist MI-sets which do not contain wffs beginning with negation, i.e. wffs
of the form ¬B. Here are simple examples:
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{p→ q, p ∧ ¬q}
{p, p→ q, p→ ¬q}

It may seem that such MI are “useless” in showing that strong mc-entailment holds.
But this is wrong. The corollary below explains why.

Corollary 10. If X, Y is a MI-set and X ∩ Y = ∅, then X ∥≺ ¬Y .

Proof. Clearly, if X, Y is a MI-set, then X,¬(¬Y ) is a MI-set. Suppose that X ∩
¬(¬Y ) ̸= ∅. So there exists A ∈ X such that A = ¬¬B for some B ∈ Y , and
A ∈ ¬(¬Y ). As X, Y is a MI-set and X ∩ Y = ∅, we have B /∈ X and thus the
set X, Y⊖B is consistent. Hence X, (¬(¬Y ))⊖¬¬B is a consistent set as well. But
X, (¬(¬Y ))⊖¬¬B = X,¬(¬Y ), since A = ¬¬B and A ∈ X. It follows that X,¬(¬Y )
is not a MI-set. We arrive at a contradiction. Thus X ∩ ¬(¬Y ) = ∅. As X,¬(¬Y )
is a MI-set, by Theorem 5 we get X ∥≺ ¬Y .

3.2.4 Independence and Deduction

Observe that if X strongly mc-entails Y , then neither X nor Y contains syntactically
distinct wffs which are logically equivalent, i.e. entail each other. The reason is that
a MI-set never includes logically equivalent wffs. We can also prove more:

Theorem 6 (Independence). Let X ∥≺ Y , and let A, B be syntactically distinct wffs.

1. If A, B ∈ X and Y ̸= ∅, then A ̸|= B and A ̸|= ¬B.

2. If A, B ∈ Y , then A ̸|= B, and ¬A ̸|= B provided that {A, B} ≠ Y .

Proof. If X ∥≺ Y , then, by Theorem 5, X,¬Y is a MI-set and X ∩ ¬Y = ∅.
Let A, B ∈ X. Thus the set X⊖B,¬Y is consistent and, due to the fact that

X,¬Y is inconsistent, X⊖B,¬Y |= ¬B. But A ∈ X⊖B. Therefore X⊖B,¬Y |= A.
Hence A ̸|= B.

As B ∈ X, we have X |= B. Suppose that A |= ¬B. Since A ∈ X, it follows
that X |= ¬B. Thus X is an inconsistent set and, as Y ̸= ∅, we get X ∥≺/ Y .

Let A, B ∈ Y . It follows that ¬A,¬B ∈ ¬Y . By Theorem 5, X,¬Y is a MI-set
and hence an inconsistent set. Thus X,¬(Y⊖A) |= A. However, the set X,¬(Y⊖A),
as a proper subset of the MI-set in question, is consistent. On the other hand, ‘¬B’
∈ ¬(Y⊖A). It follows that X,¬(Y⊖A) |= ¬B. Therefore A ̸|= B.

Assume that {A, B} ̸= Y . Suppose that ¬A |= B. It follows that ∅ |= ¬A → B
and hence ∅ ∥= {A, B}. As {A, B} ≠ Y , we get X ∥≺/ Y .
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Notation. For conciseness, let us introduce the following notational convention:

⌈A→W ⌉ =df

{
{¬A} if W = ∅,
{A→ B : B ∈W} if W ̸= ∅.

One can easily show that the following holds:

Corollary 11. Z, A ∥= W iff Z ∥= ⌈A→W ⌉.

As a consequence we get:

Theorem 7 (Deduction for strong mc-entailment). Let A /∈ X. If X, A ∥≺ Y , then
X ∥≺ ⌈A→ Y ⌉.

Proof. Assume that X, A ∥≺ Y . If X, A ∥= Y , then, by Corollary 11, X ∥= ⌈A→ Y ⌉.
Let B ∈ X. Since, by assumption, A /∈ X, it follows that A ̸= B. Thus X⊖B, A
is a proper subset of X, A. As X, A ∥≺ Y holds, we have X⊖B, A ∥=/ Y . Hence, by
Corollary 11 again, X⊖B ∥=/ ⌈A → Y ⌉. Let C ∈ Y . Thus X, A ∥=/ Y⊖C . Therefore,
by Corollary 11, X ∥=/ ⌈A→ Y⊖C⌉. Hence X ∥≺ ⌈A→ Y ⌉.

Note that the converse of Theorem 7 is not true. For example, ∅ ∥≺ {p→ q, p→
¬q} holds, but {p} ∥≺ {q,¬q} is not the case. However, the following is true:

Corollary 12. If X ∥≺ ⌈A→ Y ⌉ and X ̸|= ¬A as well as X ∥=/ Y , then X, A ∥≺ Y .

Proof. Suppose that Y = ∅. Hence X ∥≺ {¬A}. Thus X |= ¬A. But, by assump-
tion, X ̸|= ¬A. So Y ̸= ∅.

If X ∥≺ ⌈A → Y ⌉, then, by Definition 4 and Corollary 11, X, A ∥= Y and
X⊖B ∪ {A} ∥=/ Y for any B ∈ X. By assumption, X ∥=/ Y . It follows that for every
C ∈ X, A we have X, A \ {C}∥=/ Y . Now suppose that X, A ∥= Y⊖D is the case for
some D ∈ Y . There are two possibilities: (a) Y⊖D = ∅ and (b) Y⊖D ̸= ∅. Assume
that (a) holds. It follows that the set X, A is inconsistent. But, by assumption,
X ̸|= ¬A and hence the set X, A is consistent. So (a) does not hold. It follows that
Y is not a singleton set. Assume that (b) is the case. Therefore, by Corollary 11,
X ∥= ⌈A → Y⊖D⌉. As ⌈A → Y⊖D⌉ is a proper subset of ⌈A → Y ⌉, it follows that
X ∥≺/ ⌈A → Y ⌉. So we arrive at a contradiction again. Hence X, A ∥=/ Y⊖D for
every D ∈ Y . As all the clauses of Definition 4 are fulfilled w.r.t. X, A and Y , we
conclude that X, A ∥≺ Y holds.

As the proof of Corollary 12 shows, the assumption “X ̸|= ¬A” is dispensable
when Y is neither a singleton set nor the empty set.
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Corollary 13. Let Y be a finite and at least two-element set of wffs. If X ∥≺ ⌈A→
Y ⌉ and X ∥=/ Y , then X, A ∥≺ Y .

Finally, observe that ∥≺ is not closed under uniform substitution. A simple
example illustrates this. Clearly, {p} ∥≺ {p} is the case. But {p ∧ ¬p} ∥≺ {p ∧ ¬p}
does not hold (cf. Corollary 6). Needless to say, p∧¬p results from p by substitution.

4 Strong Single-Conclusion Entailment
4.1 Definition and the Adequacy Issue
Sc-entailment traditionally construed can be identified with mc-entailment of a sin-
gleton set. Similarly, it seems natural to define strong sc-entailment as strong mc-
entailment of a singleton set.

We use |≺ as the symbol for strong sc-entailment.

Definition 6 (Strong sc-entailment). X |≺ B iff X ∥≺ {B}.

For brevity, we will write A |≺ B instead of {A} |≺ B.
As an immediate consequence of Definition 6 and Theorem 5 one gets:

Theorem 8. X |≺ B iff ‘¬B’ /∈ X and X,¬B is a MI-set.

Note that the transition from right to left requires ‘¬B’ /∈ X to hold. For example,
although

{p, p→ ¬q,¬¬q} ∪ {¬¬q} (28)

is a MI-set, {p, p→ ¬q,¬¬q} |≺ ¬q does not hold, since ‘¬¬q’∈ {p, p→ ¬q,¬¬q}.
The following is true:

Corollary 14. X |≺ B iff

1. X |= B and

2. for each proper subset Z of X: Z ̸|= B, and

3. X is consistent.

Proof. Clearly, X |= B holds iff X ∥= {B} is the case.
Clause 2 holds due to Corollary 1. On the other hand, clause 2 yields that there

is no A ∈ X such that X⊖A ∥= {B}.
Since {B} \ {B} = ∅, clause 3 of Definition 4 and clause 3 of the above corollary

are equivalent for Y = {B}.
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Strong sc-entailment is not monotone. As a matter of fact, it is “antimonotone”
in a sense explained by:

Corollary 15. If X |≺ B and X ⊆ Y , where Y ̸= X, then Y |≺/ B.

Proof. By Definition 6 and Corollary 2.

As we pointed out in section 1.1, the monotonicity of entailment contravenes, in a
sense, the semantic entrenchment idea, since it allows semantically irrelevant wffs to
occur among premises. In the case of strong sc-entailment, however, the difficulty
is solved in a radical way: a strongly sc-entailing set is “minimal” with regard to
the transmission of truth and, since no proper superset of a set X that strongly sc-
entails a wff B strongly sc-entails B as well, adding an “irrelevant” wff to X results
in the lack of strong sc-entailment of B from X enriched in this way.

By the clause 2 of Corollary 14, each proper subset of a strongly sc-entailing set
is consistent. Strong sc- and mc-entailment do not differ in this respect. As we have
seen, however, there exist strongly mc-entailing sets which are inconsistent (each of
them strongly mc-entails only the empty set, however). According to the clause 3
of Corollary 14, this never happens in the case of strong sc-entailment. Anyway,
strong sc-entailment is free of the drawback (I) pointed out in section 1.1. Let us
add: free, again, in a radical way, since inconsistent sets do not strongly sc-entail
any wffs. As an immediate consequence of Corollary 6 one gets:

Corollary 16. No wff is strongly sc-entailed by an inconsistent set of wffs.

Thus no inconsistent wff belongs to a sc-entailing set, and a singleton set which
comprises an inconsistent wff does not strongly sc-entail any wff. In particular,
neither A ∧ ¬A |≺ A nor {A,¬A} |≺ A holds, regardless of what A is. Similarly,
there is no B such that A ∧ ¬A |≺ B or {A,¬A} |≺ B.

Observe that the following holds as well:

Corollary 17. There is no set of wffs that strongly sc-entails an inconsistent wff.

Proof. By Definition 6 and Theorem 2.

Thus inconsistencies are outside the realm of strong sc-entailment: no inconsistent
set belongs to the domain of |≺ and no inconsistent wff belongs to the range of the
relation. No doubt, a paraconsistent logician will dislike strong sc-entailment.

The case of validities is slightly more complicated. By Theorem 2 we get:

Corollary 18. If X |≺ B, then no wff in X is valid.

Corollary 19. If B is valid and X |≺ B, then X = ∅.
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One can prove that valid wffs are exactly these wffs which are strongly sc-entailed
only by the empty set.

Corollary 20. A wff B is valid iff ∅ |≺ B and X |≺/ B for any X ̸= ∅.

Proof. Let B be a valid wff. Thus {¬B} is a MI-set, and hence, by Corollary 9,
∅ |≺ B. Thus X |≺/ B for any X ̸= ∅. On the other hand, if ∅ |≺ B, then ∅ |= B and
hence B is valid.

As for valid wffs, Corollary 19 yields that the difference between strong sc-
entailment and sc-entailment simpliciter lies in the fact that valid wffs are strongly
sc-entailed only by the empty set. Thus, in particular, valid wffs are not strongly
sc-entailed by sets of valid wffs. Moreover, a valid wff is not sc-entailed by any set
of wffs to which a valid wff belongs to.

4.2 Some Properties of Strong Sc-entailment
Since strong sc-entailment is defined in terms of strong mc-entailment, one can easily
derive the following corollaries from the corresponding results presented in sections
3.2.1, 3.2.2, and 3.2.4.

Corollary 21. Let A, B be logically equivalent wffs.

1. If A ∈ X and X |≺ C, then X⊖A ∪ {B} |≺ C.

2. If X |≺ A, then X |≺ B.

Corollary 22 (Contingency for |≺). If X |≺ B and X ̸= ∅, then each wff in X ∪{B}
is contingent.

Corollary 23 (Strict finiteness of |≺). If X |≺ B, then X is a finite set.

Corollary 24 (Variable sharing for |≺). If X |≺ B and X ̸= ∅, then Var(X)∩Var(B) ̸=
∅.

Corollary 25 (Independence for |≺). Let X |≺ B. If A, C are syntactically distinct
wffs that belong to X, then A ̸|= C and A ̸|= ¬C.

Corollary 26 (Deduction for strong sc-entailment). Let A /∈ X. If X, A |≺ B, then
X |≺ A→ B.

The converse of Corollary 26 is not true. For instance, ∅ |≺ p ∧ ¬p → q holds,
but p ∧ ¬p |≺ q does not hold. Yet, there are cases in which X |≺ A → B yields
X, A |≺ B. Corollary 12 implies:
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Corollary 27. If X |≺A→ B, and X ̸|= ¬A as well as X ̸|= B, then X, A |≺ B.

Thus we get:

Corollary 28. Let A /∈ X, and X ̸|= ¬A as well as X ̸|= B. Then X, A |≺ B iff
X |≺ A→ B.

Proof. By corollaries 26 and 27.

Strong sc-entailment is, in a sense, closed under detachment.

Corollary 29 (Detachment for |≺). If X |≺ A→ B and X |≺ A, then X |≺ B.

Proof. Either X |≺ A → B or X |≺ A warrants the consistency of X, and together
they yield that X |= B holds.

Assume that X ̸= ∅. Let C be an arbitrary but fixed element of X. From
X |≺ A→ B we get X⊖C ̸|= A→ B. It follows that X⊖C ̸|= B. Thus X |≺ B.

Now assume that X = ∅. In this case B is a valid wff. Therefore ∅ |≺ B due to
Corollary 20, that is, X |≺ B.

Observe that one can also prove that X |≺ A→ B and X |= A yield X |≺ B.

4.2.1 Strong Sc-entailment from Singleton Sets

Strong sc-entailment from single wffs (more precisely, from singleton sets of wffs)
has some properties which strong sc-entailment from non-singleton sets lack.

Corollary 30. The following are equivalent:

1. A |≺ B,

2. A |= B and A, B are contingent wffs.

Proof. The implication from (1 ) to (2 ) is due to Definition 6 and Corollary 22.
As for the passage from (2 ) to (1 ), it suffices to observe that the contingency of
A warrants the consistency of {A}, while the contingency of B guarantees that
∅ ∥= {B} does not hold.

One cannot generalize Corollary 30 to non-singleton sets. The contingency of
all the wffs belonging to a (non-empty) non-singleton set of wffs X warrants neither
the consistency of X itself nor the lack of entailment of B from proper subset(s) of
X.

Coming back to sc-entailment from single wffs. The lack of strong sc-entailment
in the presence of standard sc-entailment tells us more about the wffs involved than
Corollary 30 does.
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Corollary 31. If A |= B, but A |≺/ B, then A is inconsistent or B is valid.

Proof. If A |= B and A |≺/ B, then {A} is an inconsistent set or ∅ |= B. So A is
inconsistent or B is valid.

When X is a non-empty set having more that one element, the lack of X |≺ B
in the presence of X |= B implies that X is inconsistent or B is entailed by some
proper subset of X.

Finally, let us notice the following:

Corollary 32. If A |≺ B and B |≺ C, then A |≺ C.

Proof. Certainly, A |= B and B |= C yields A |= C. By Corollary 30, A |≺B
warrants the contingency of A, while B |≺ C yields the contingency of C. So A |≺ C
due to Corollary 30.

Observe that when X has more than one element, the passage from X |≺ B and
B |≺ C to X |≺ C requires an additional condition to be met, namely it must be
ensured that for each D ∈ X, the set X⊖D does not entail C.

4.2.2 Mutuality

As for CPL, mc-entailment of a non-empty finite set reduces to sc-entailment of a
disjunction of all the elements of the set, i.e. if Y is a finite set and Y ̸= ∅, then
X ∥= Y iff X |= ∨

Y . But strong mc-entailment and strong sc-entailment are not
linked in this way. For instance, we have:

p |≺ p ∨ q (29)

but we do not have:11

p ∥≺ {p, q} (30)

Strong mc- and sc-entailments are mutually linked in a quite different way, as
the following theorem shows.

Theorem 9 (Mutuality).

1. If X ∥≺ Y, B, where B /∈ Y , then X,¬Y |≺ B.

2. If X,¬Y |≺ B and X ∩ ¬Y = ∅, then X ∥≺ Y, B.

11(30) does not hold because {p} ∥= ({p, q} \ {q}).
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Proof. If X ∥≺ Y, B, then, by Theorem 5, X ∪ (¬Y ∪ {¬B}) is a MI-set and X ∩
(¬Y ∪ {¬B}) = ∅. It follows that (X ∪ ¬Y ) ∪ {¬B} is a MI-set and ‘¬B’ /∈ X. By
assumption, B /∈ Y . So ‘¬B’ /∈ ¬Y . Hence ‘¬B’ /∈ X,¬Y . Thus X,¬Y |≺ B by
Theorem 8.

If X,¬Y |≺B, then, by Theorem 8, (X ∪ ¬Y ) ∪ {¬B} is a MI-set and ‘¬B’
/∈ X ∪ ¬Y . Suppose that X ∩ (¬Y ∪ {¬B}) ̸= ∅. As ‘¬B’ /∈ X ∪ ¬Y , it follows
that (X ∩ ¬Y ) ̸= ∅. On the other hand, by assumption (X ∩ ¬Y ) = ∅. Therefore
X ∥≺ Y, B due to Theorem 5.

4.2.3 Conjunction vs. Set of Conjuncts

As for the standard sc-entailment based on Classical Logic, there is no scope differ-
ence between being entailed by a finite set of wffs and being entailed by a conjunction
of all the wffs of this set. Although conjunction, ∧, is semantically construed here
in the classical manner (cf. Section 2), it is worth to note that strong sc-entailment
from a conjunction of wffs and strong sc-entailment from a set of all its conjuncts
only overlap, but not coincide. Clearly, the following is true:

Corollary 33. Let X ̸= ∅. If X |≺ B, then ∧
X |≺ B.

For example, {p, q} |≺ p ∧ q is the case and thus p ∧ q |≺ p ∧ q holds as well. Yet, the
converse of Corollary 33 is not true. For instance, p ∧ q |≺ p holds, while {p, q} |≺ p
does not hold.12 At first sight this looks untenable. However, the phenomenon can
be explained as follows. Information carried by ∧

X |≺ B and X |≺ B differ when
X is not a singleton set. In both cases transmission of truth as well as consistency
of the set X are ensured. The claim of ∧

X |≺ B is: although B need not be true,
the (hypothetical) truth of all the wffs in X is sufficient for B be true. Note that∧

X |≺ B does not exclude that the transmission of truth effect takes place w.r.t.
some proper subset or some proper superset of X. (As for p∧q |≺ p, there is a proper
subset of {p, q}, namely {p}, which ensures the transmission.) The claim of X |≺ B
is stronger: this is just the (hypothetical) truth of all the wffs in X that warrants
the (hypothetical) truth of B. “Just” means here: “one needs neither more nor less
than the truth of all the wffs in X for B be true.”

Observe that one can pass from ∧
X |≺ B to X |≺ B on the condition:

(♡) for each A ∈ X : ∧(X⊖A) ̸|= B

which, however, does not hold universally.

12By the way, these examples provide a nice illustration of the lack of transitivity of strong
sc-entailment.
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Remark 5. Although strong sc-entailment is “antimonotone” (cf. Corollary 15),
the following fact is worth some attention:

Corollary 34. Let X ̸= ∅. If X |≺ B and Y is a consistent proper superset of X,
then ∧

Y |≺ B.

Proof. By Corollary 19, if X ̸= ∅ and X |≺ B, then B is not valid. So ∅ ̸|=B. On the
other hand, ∅ is the only proper subset of {∧ Y }. Clearly, if X |= B, then Y |= B
and hence {∧ Y } |= B. If Y is consistent, so is {∧ Y }. Therefore ∧

Y |≺ B.

Thus a wff strongly sc-entailed by a non-empty set of wffs X is also strongly sc-
entailed by (the singleton set comprising) a conjunction of all the wffs of a consistent
extension Y of X. Note, however, that, according to what has been said above,∧

Y |≺ B carries less information than X |≺ B. Moreover, X |≺ B suppresses Y |≺ B.

5 Some Comparisons
5.1 Strong vs. Classical
The basic properties of strong entailments differ from those of their classical coun-
terparts. However, one can show that whatever is reachable by classical entailments
from consistent sets of premises, is also attainable by strong entailments from some
finite subsets of these sets. To put it briefly: no classical consequence of a consistent
set is lost.

Notice that it holds that (we present a proof of this well-known fact only to keep
this paper self-contained):

Lemma 1. Each inconsistent set of wffs has a subset being a MI-set.

Proof. Let X be an inconsistent set of wffs. By compactness of CPL, X has an
inconsistent finite subset, say, X ′. Clearly, X ′ ̸= ∅. Consider the family of all
inconsistent subsets of X ′. Let us designate it by Ψ. Since X ′ is inconsistent,
Ψ ̸= ∅. As X ′ is non-empty and finite, there is a natural number, say, k, where
k ⩾ 1, such that no set in Ψ has less than k elements. Let Y be an element of
Ψ which comprises exactly k wffs. Obviously, no proper subset of Y belongs to
Ψ. Therefore each proper subset of Y is consistent. It follows that Y is a MI-set
included in X.

Let us now prove:

Theorem 10 (Simulation of ∥=). If X ∥= Y and X is consistent, then there exist
a finite subset X1 of X and a finite non-empty subset Y1 of Y such that X1 ∥≺ Y1.
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Proof. If X ∥= Y , then the set X,¬Y is inconsistent and thus, by Lemma 1, has sub-
set(s) being MI-sets. Let Z be a MI-set such that Z ⊆ X,¬Y . Since, by assumption,
X is consistent, Z ⊈ X. We put:

X1 =df X ∩ Z

W =df Z \X1

Clearly, W ⊆ ¬Y . Moreover, W ̸= ∅, and Z = X1, W as well as X1 ∩ W = ∅.
Consider the set Y1 defined by:

Y1 =df {C : ¬C ∈W}.

We have W = ¬Y1 and hence Z = X1,¬Y1. It follows that Y1 ⊆ Y and X1∩¬Y1 = ∅.
Since Z is a MI-set and Z = X1,¬Y1 as well as X1 ∩ ¬Y1 = ∅, by Theorem 5 we
conclude that X1 ∥≺ Y1 holds. As each MI-set is finite, X1 and Y1 are finite subsets
of X and Y , respectively. Finally, Y1 ̸= ∅ since W ̸= ∅.

As a consequence of Definition 6 and Theorem 10 we get:

Theorem 11 (Simulation of |=). If X |= B and X is consistent, then there exists
a finite subset Z of X such that Z |≺ B.

Proof. Recall that X |= B iff X ∥= {B}, and Z |≺ B iff Z ∥≺ {B}. Since we have
already proven Theorem 10, it suffices to observe that the only non-empty subset of
the singleton set {B} is {B} itself.

The intuitive content of Theorem 11 is this: CPL sc-entailment from a given,
finite or infinite, consistent set of wffs boils down to strong sc-entailment from a
finite subset of the set. Theorem 10 presents an analogous result for mc-entailment.

Remark 6. Let X and Y be different, yet logically equivalent consistent sets of wffs.
The set of wffs classically sc-entailed by X coincides with the set of wffs classically
entailed by Y . However, this need not be the case for strong sc-entailment. Yet,
Theorem 11 yields that the set of wffs attainable by strong sc-entailment from some
finite subset of X equals the set of wffs which are obtainable by strong sc-entailment
from some finite subset of Y , and equals the set comprising all the wffs classically
sc-entailed by X or by Y . Needless to say, the respective subsets of X and of Y may
differ.
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5.2 Strong vs. Relevant
As it is well-known, when the sum of two consistent sets of CPL-wffs, X and Y ,
is inconsistent, then Var(X) ∩ Var(Y ) ̸= ∅ (cf. e.g. [6], p. 375). It follows that
classical sc-entailment from consistent sets of premises to conclusions which are not
valid wffs exhibits the variable sharing property. It is worth to note that the same
holds true for strong sc-entailment. Theorem 11 together with corollaries 24 and 20
almost immediately yield:

Corollary 35. Let X be a non-empty, consistent set of wffs. If X |= B and B is
not a valid wff, then there exists a finite, non-empty subset Z of X such that Z |≺B
and Var(Z) ∩ Var(B) ̸= ∅.

Variable sharing is often regarded as an indicator (or even a precondition) of
relevance in the context of semantic consequence. As such, it is usually invoked
in relevant logics. So the question arises: what is the relation between strong sc-
entailment and accounts of entailment proposed in relevant logics? Since there
exist many systems of relevance logic, an exhaustive answer would have required a
separate paper. For the reasons of space, let me restrict to a few remarks only.

As for CPL, valid wffs falling under the schema:

A→ B (31)

license sc-entailment of B from A. For the lack of a better idea, let us call them
classical implicational laws or briefly CIL’s.13

Recall that although all classically valid wffs are strongly sc-entailed by the empty
set, the transition from ∅ |≺ A→ B to A |≺ B is not always legitimate (cf. Corollary
28). Corollary 30 yields, in turn, that a CIL does not license strong sc-entailment
just in case its antecedent or consequent is not contingent.

The first observation is: there exist CIL’s which are both rejected in some relevant
logics14 and do not license strong sc-entailment. Examples are shown in Table 1.

Second, there exist CIL’s which are rejected in some relevant logic(s), but license
strong sc-entailment. Examples are given in Table 2.

Third, it happens that a CIL which is accepted in a relevant logic does not license
strong sc-entailment. The “mingle” formulas, i.e. wffs of the form A → (A → A),
provide simple examples here.

13One should not confuse CIL’s with laws of the implicational fragment of CPL. Both A and
B may involve any connective, implication included. What is important is that implication is the
main connective of (the wff which expresses) a CIL.

14That is, at least one of well-known relevant logics rejects the corresponding law; there is no
space for details. For relevant logics see, e. g., [13] and [18].
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p ∧ ¬p → q p ∧ ¬p |≺/ q

¬(p → p) → q ¬(p → p) |≺/ q

p → (q → q) p |≺/ q → q

p → (p → p) p |≺/ p → p

p → p ∨ ¬p p |≺/ p ∨ ¬p

p → q ∨ ¬q p |≺/ q ∨ ¬q

(p → p) → (q → q) p → p |≺/ q → q

(p → q) → (p → p) p → q |≺/ p → p

Table 1: Examples of CIL’s rejected in some relevant logics (left column) which do
not license strong sc-entailment (as depicted in the right column).

p → (q → p) p |≺ (q → p)
p → (¬p → q) p |≺ (¬p → q)

p → ((p → q) → q) p |≺ (p → q) → q

((p → q) → p) → p (p → q) → p |≺ p

(p → (q → r)) → (q → (p → r)) p → (q → r) |≺ q → (p → r)
p ∧ q → (p → q) ∧ (q → p) p ∧ q |≺ (p → q) ∧ (q → p)

p ∧ (¬p ∨ q) → q p ∧ (¬p ∨ q) |≺ q

Table 2: Examples of CIL’s rejected in some relevant logics (left column) which,
however, license strong sc-entailment (as depicted in the right column).

5.3 Strong vs. Connexive
Connexive logics are usually characterized as systems validating the following the-
ses:15

¬(¬A→ A) (32)

¬(A→ ¬A) (33)

(A→ B)→ ¬(A→ ¬B) (34)

(A→ ¬B)→ ¬(A→ B) (35)

As strong sc-entailment from the empty set is restricted to classically valid wffs
only (cf. Corollary 20) and some wffs of the forms (32 – 35) are not classically valid,
it is not the case that all the wffs falling under the schemata (32) – (35) are strongly

15For connexive logics see, e.g. [14]. Theses (32) and (33) are attributed to Aristotle, while
theses (34) and (35) are ascribed to Boethius.
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sc-entailed by the empty set.16 It is worth to note, however, that the following are
true:

Corollary 36. For any wff A:

1. ¬A |≺/ A,

2. A |≺/ ¬A.

Proof. Suppose that ¬A |≺ A for some wff A. Thus ¬A |= A. On the other hand,
by Theorem 1 it follows that both ¬A and A are contingent wffs. Hence ¬A ̸|= A.

We reason analogously in the case of (2 ).

Thus a negation of a wff never strongly sc-entails the wff itself, and a wff never
strongly sc-entails its negation. Corollary 36 seems to express an idea akin to that
which lies behind having (32) and (33) as theses.

Corollary 37. For any wffs A, B:

1. if A |≺ B, then A |≺/ ¬B,

2. if A |≺ ¬B, then A |≺/ B,

Proof. Assume that A |≺ B. It follows that A is a consistent wff and A |= B.
Therefore there exists a valuation v such that v(A) = 1, v(B) = 1 and hence
v(¬B) = 0. Thus A ̸|= ¬B. It follows that A |≺/ ¬B.

We reason similarly in the case of (2 ).

A due comment on Corollary 37 is analogous to that on Corollary 36.

6 Towards a Proof-theoretic Account of Strong
Entailments

As Theorem 5 shows, a problem of the form:

(P) Does X strongly mc-entail Y ?

splits into two sub-problems:

(P1) Is it the case that X ∩ ¬Y = ∅?
16However, some of them are classically valid and thus are strongly sc-entailed by the empty set.

For instance, we have ∅ |≺ ¬(¬(p ∧ ¬p) → p ∧ ¬p), ∅ |≺ ¬((p → p) → ¬(p → p)), or ∅ |≺ (p ∨ ¬p →
p ∧ ¬p) → ¬(p ∨ ¬p → ¬(p ∧ ¬p)).
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(P2) Is X,¬Y a MI-set?

Similarly, due to Theorem 8, a problem of the form:

(P’) Does X strongly sc-entail B?

splits into:

(P’1) Is it the case that ‘¬B’ /∈ X?

(P’2) Is X,¬B a MI-set?

P1 and P’1 are purely syntactic issues. But either P2 or P’2 is a problem that
pertains to a semantic property. In order to solve it syntactically one needs a proof-
theoretic account of MI-sets.

6.1 The Calculus MICPL

In this section we present a calculus, labelled MICPL, in which provable sequents of
a strictly defined form correspond to MI-sets.

Rules of the calculus operate on sequences of sequents of a specific kind. Since
a sequence of sequents is customarily called a hypersequent, MICPL may be called a
calculus of hypersequents. But speaking about hypersequent calculi usually brings
into mind Avron’s seminal works.17 However, the format of MICPL differs consider-
ably from that of Avron-style hypersequent calculi. In particular, derivations and
proofs in MICPL are not trees having hypersequents in their nodes, but sequences of
hypersequents. Rules of MICPL transform hypersequents into hypersequents, and a
rule is always applied to the last term of a derivation constructed so far. Last but
not least, MICPL has no axioms, but comprises rules only.

Given these substantial differences, and taking into account that the concept
of hypersequent is loaded with references to Avron-style calculi, let me use a new
term for a sequence of sequents. The term chosen is “seqsequent”, after Latin
sequentia, which means (among others) “sequence.”18 No doubt, saying that we aim
at a calculus of seqsequents is less misleading than speaking about a calculus of
hypersequents. A warning is needed, however. As we will see, the order in which

17Starting from the influential paper [1]. Avron-style approach is not the only one, however. A
reader interested in different types of hypersequent calculi (including those in which hypersequents
are construed as sets or multisets of sequents rather than their sequences) is advised to consult [8],
Chapter 4.7.

18“Seq” is not a prefix in English, but since many English words begin with prefixes rooted in
Latin, I hope that this proposal is acceptable, at least for the purposes of this paper. A reader
familiar with programming is kindly requested to suspend any associations he/she may have.
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sequents occur in a “seqsequent” does not determine the order of application of rules
of the calculus. We are speaking about a calculus of seqsequents only to stress that
rules of the calculus operate on “seqsequents”, that is, a rule transforms a sequence
of sequents into a sequence of sequents.

6.1.1 Numerically Annotated Wffs, Sequents, and Seqsequents

We will be operating with sequents based on sequences of numerically annotated
wffs. By a numerically annotated wff (na-wff for short) we mean an expression of
the form A[i], where A is a wff and i is a numeral from the set {1, 2, 3, . . .}. Let us
stress that numerals are here proof-theoretic devices only. It is not assumed that
they refer to possible worlds or perform the function of labels.

By a sequent we will mean an expression of the form:

C
[i1]
1 , . . . , C [im]

m ⊢ (36)

where C
[i1]
1 , . . . , C

[im]
m is a finite sequence of na-wffs; when m = 0, we write the cor-

responding sequent as ∅ ⊢. Although we consider sequents with empty succedents,
it is no accident that we put the turnstile ⊢ into a sequent. This will allow us to dif-
ferentiate between operations on sequents and operations on sequences of annotated
wffs (see below).

An atomic sequent is of the form:

l
[i1]
1 , . . . , l[im]

m ⊢ (37)

where l1, . . . , lm are literals, that is, propositional variables or their negations. An
atomic sequent (37) is closed if it involves na-wffs based on complementary literals,
i.e. there exist l

[ij ]
j , l

[ik]
k (1 ⩽ j, k ⩽ m) such that lj = ¬lk. An atomic sequent which

is not closed is called open.
We use the Greek lower-case letters σ, θ, χ, possibly with subscripts, as metalan-

guage variables for finite sequences of na-wffs, the empty sequence included.
Let σ ⊢ be a sequent. We define:

wff(σ ⊢) = {A ∈ Form : A[i] is a term of σ}.

By f\[ij ](σ) we mean the subsequence of σ resulting from it by removing all
its terms (i.e. na-wffs) which are annotated with the numeral ij . Needless to say,
f\[ij ](σ) ⊢ is a sequent.19

19If ij is the only numeral which occurs in na-wffs of σ, then f\[ij ](σ) ⊢ equals ∅ ⊢, which is, by
definition, a sequent. Of course, wff(∅ ⊢) = ∅.
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A seqsequent is a finite sequence of sequents. We use the Greek upper-case
letters Φ, Ψ, Θ, with subscripts when necessary, as metalinguistic variables for se-
qsequents. By a constituent of a seqsequent we mean any sequent which is a term
of the seqsequent.

Finally, we distinguish ordered sequents.
An ordered sequent is a sequent which falls under the schema:

C
[1]
1 , . . . , C [m]

m ⊢ (38)

where m ⩾ 1, and C1, . . . , Cm are pairwise syntactically distinct wffs when m > 1.
Thus, besides sequents of the form A[1] ⊢, ordered sequents are sequents whose
consecutive terms (with the exception of the turnstile), are pairwise syntactically
distinct wffs annotated with consecutive numerals (occurring in curly brackets),
starting from the numeral 1.20 At the metalanguage level, ordered sequents of the
form (38) will be concisely written as:

C
[−→m]
−→m ⊢ (39)

As we will see, in order to show that {C1, . . . , Cm} is a MI-set it suffices to
prove the corresponding ordered sequent C

[−→m]
−→m ⊢. Moreover, having a disproof of the

ordered sequent is tantamount to showing that the corresponding set of wffs, albeit
inconsistent, is not a MI-set.

6.1.2 Rules and Proofs

In order to present the rules of MICPL in a concise manner let us introduce some
notational conventions first.

Following [22], we distinguish between α-wffs and β-wffs, and we assign two
further wffs to any of them, in the way presented in Table 3.

We use the sign ′ as the concatenation-sign for sequences of na-wffs. For brevity,
we assume that a metalanguage expression of the form σ ′A[i] denotes the concatena-
tion of sequence σ and the one-term sequence ⟨A[i]⟩, while a metalanguage expression
of the form σ ′A[i] ′ θ refers to the concatenation of sequence σ ′A[i] and sequence θ.

The semicolon will perform the role of the concatenation-sign for seqsequents.
We usually omit angle brackets when referring to a seqsequent which has only one
constituent. Thus Ψ; σ ⊢ stands for the concatenation of Ψ and ⟨σ ⊢⟩. The
expression Ψ ; σ ⊢; Φ refers to the concatenation of Ψ; σ ⊢ and Φ.

20Each ordered sequent is a sequent, but not the other way round. For instance, the expressions
p[4], q[2] ⊢ and p[1], p[3] ⊢ are sequents in our sense, but none of them is an ordered sequent. Similarly,
p[1], p[1] ⊢ and p[1], p[2] ⊢ are sequents, though neither of them is an ordered sequent.
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α α1 α2 β β1 β2

A ∧ B A B ¬(A ∧ B) ¬A ¬B

¬(A ∨ B) ¬A ¬B A ∨ B A B

¬(A → B) A ¬B A → B ¬A B

Table 3: α-wffs and β-wffs

The calculus MICPL has only rules which operate on seqsequents. No axioms are
provided. Here are the primary rules of MICPL:

R[i]
α : Φ; σ ′ α[i] ′ θ ⊢; Ψ

Φ; σ ′ α
[i]
1

′ α
[i]
2

′ θ ⊢; Ψ

R[i]
β : Φ; σ ′ β[i] ′ θ ⊢; Ψ

Φ; σ ′ β
[i]
1

′ θ ⊢; σ ′ β
[i]
2

′ θ ⊢; Ψ

R[i]
¬¬ : Φ; σ ′ ¬¬A[i] ′ θ ⊢; Ψ

Φ; σ ′ A[i] ′ θ ⊢; Ψ

Any of Φ, Ψ, σ, θ can be empty.
Observe that rules of MICPL “act locally”: if a rule is applied to a seqsequent,

only one constituent and only one occurrence of a na-wff in the constituent are
acted upon, while the other occurrences and other constituents remain unaffected.
Moreover, any new na-wff that comes into play due to an application of a rule is
annotated with the same numeral as the na-wff acted upon.

We are now ready for an introduction of the concept of proof.

Definition 7 (Proof). A finite sequence of seqsequents Θ1, . . . , Θn is a MICPL-proof
of an ordered sequent C

[−→m]
−→m ⊢ iff

1. Θ1 = ⟨C [−→m]
−→m ⊢⟩,

2. Θj+1 results from Θj by a rule of MICPL, where 1 ⩽ j < n,

3. each constituent of Θn is a closed atomic sequent,

4. for each k ∈ {1, . . . , m} there exists a constituent σ ⊢ of Θn such that the
sequent f\[k](σ) ⊢ is an open atomic sequent or is of the form ∅ ⊢.
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An ordered sequent is provable in MICPL iff the sequent has a MICPL-proof.

Remark 7. The concept of proof introduced above is non-standard in many re-
spects. First, a proof is a sequence of seqsequents. Second, notice that it is an
ordered sequent (i.e. a sequent in which wffs occurring left of the turnstile are an-
notated with consecutive numerals, starting from 1) that performs the role of an
“input” of a proof: the first line of a proof is a one-term seqsequent involving an or-
dered sequent. We do not introduce the concept of proof of a sequent in general, but
only of an ordered sequent. As we will see, this is sufficient for our purposes. Third,
proofs in MICPL are strictly linear: Θj+1 results by a rule from Θj only. Clauses (3)
and (4) of the definition jointly ensure that wff(C [−→m]

−→m ⊢) is a MI-set.

Provability in MICPL and the property of being a MI-set are linked in a way
characterized by:

Theorem 12 (Soundness w.r.t. MI-sets). Let X be a finite non-empty set of wffs,
and let σ ⊢ be an ordered sequent such that wff(σ ⊢) = X. If the sequent σ ⊢ is
provable in MICPL, then X is a MI-set.

A proof of Theorem 12 is presented in the Appendix.
Due to Theorem 12, in order to show that X is a MI-set it suffices to prove an

ordered sequent C
[−→m]
−→m ⊢ for which the equation X = wff(C [−→m]

−→m ) holds.

Example 1. {p,¬p} is a MI-set.

The one-term sequence ⟨p[1],¬p[2] ⊢⟩ is a proof of the sequent p[1],¬p[2] ⊢, since
f\[1](p[1],¬p[2]) ⊢ = ¬p[2] ⊢ and f\[2](p[1],¬p[2]) ⊢ = p[1] ⊢.

For brevity, in what follows we will be omitting angle brackets in the first line
of a proof, and in the case of one-term seqsequents.

Example 2. {p ∧ ¬p} is a MI-set.

Here is a proof of the sequent (p∧¬p)[1] ⊢ (inscriptions of the form R[i]
x do not belong

to proofs, but indicate what rule has been applied to the seqsequent which occurs
on the left):

(p ∧ ¬p)[1] ⊢ R[1]
α

p[1],¬p[1] ⊢

Notice that f\[1](p[1],¬p[1] ⊢) equals ∅ ⊢.

Example 3. {p,¬(¬p→ q)} is a MI-set.
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The following is a proof of a corresponding ordered sequent:

p[1],¬(¬p→ q)[2] ⊢ R[2]
α

p[1],¬p[2],¬q[2] ⊢

For the sake of transparency, from now on we highlight the na-wff on which the
rule indicated to the right acts upon. We tick exemplary occurrences of numerals
due to which clause (4) of the definition of proof is satisfied.

Example 4. {¬p,¬q, p ∨ q} is a MI-set.

Here is a proof of a corresponding ordered sequent:

¬p[1],¬q[2], (p ∨ q)[3] ⊢ R[3]
β

¬p[1
√

],¬q[2], p[3
√

] ⊢;¬p[1],¬q[2
√

], q[3] ⊢

Example 5. {p ∨ (q ∨ r),¬(p ∨ q),¬(p ∨ r)} is a MI-set.

p ∨ (q ∨ r))[1],¬(p ∨ q)[2], ¬(p ∨ r)[3] ⊢ R[3]
α

(p ∨ (q ∨ r))[1], ¬(p ∨ q)[2] ,¬p[3],¬r[3] ⊢ R[2]
α

(p ∨ (q ∨ r))[1] ,¬p[2],¬q[2],¬p[3],¬r[3] ⊢ R[1]
β

p[1],¬p[2],¬q[2],¬p[3],¬r[3] ⊢; (q ∨ r)[1] ,¬p[2],¬q[2],¬p[3],¬r[3] ⊢ R[1]
β

p[1
√

],¬p[2],¬q[2],¬p[3],¬r[3] ⊢; q[1],¬p[2],¬q[2
√

],¬p[3],¬r[3] ⊢;
r[1],¬p[2],¬q[2],¬p[3],¬r[3

√
] ⊢

Example 6. {p→ (q → r), p→ q,¬(p→ r)} is a MI-set.

(p→ (q → r))[1], (p→ q)[2], ¬(p→ r)[3] ⊢ R[3]
α

(p→ (g → r))[1], (p→ q)[2] , p[3],¬r[3] ⊢ R[2]
β

(p→ (q → r))[1] ,¬p[2], p[3],¬r[3] ⊢; (p→ (q → r))[1], q[2], p[3],¬r[3] ⊢ R[1]
β

¬p[1],¬p[2], p[3],¬r[3] ⊢; (q → r)[1] ,¬p[2], p[3],¬r[3] ⊢;
(p→ (q → r))[1], q[2], p[3],¬r[3] ⊢ R[1]

β

¬p[1],¬p[2], p[3],¬r[3] ⊢;¬q[1],¬p[2], p[3],¬r[3] ⊢; r[1],¬p[2], p[3],¬r[3] ⊢;
(p→ (q → r))[1] , q[2], p[3],¬r[3] ⊢ R[1]

β

¬p[1],¬p[2], p[3],¬r[3] ⊢;¬q[1],¬p[2], p[3],¬r[3] ⊢; r[1],¬p[2], p[3],¬r[3] ⊢;
¬p[1], q[2], p[3],¬r[3] ⊢; (q → r)[1] , q[2], p[3],¬r[3] ⊢ R[1]

β

¬p[1],¬p[2], p[3
√

],¬r[3] ⊢;¬q[1],¬p[2
√

], p[3],¬r[3] ⊢; r[1],¬p[2], p[3],¬r[3] ⊢;
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¬p[1
√

], q[2], p[3],¬r[3] ⊢;¬q[1], q[2], p[3],¬r[3] ⊢; r[1], q[2], p[3],¬r[3] ⊢

The system MICPL is complete w.r.t. MI-sets.

Theorem 13 (Completeness w.r.t. MI-sets). If X is a MI-set, then any ordered
sequent σ ⊢ such that wff(σ ⊢) = X is provable in MICPL.

A proof of Theorem 13 is presented in the Appendix.

6.1.3 Disproofs

The system MICPL is useful not only in showing that something is a MI-set, but also
in demonstrating that a set of wffs is inconsistent yet not minimally so. The latter
can be achieved by providing a disproof of an ordered sequent which corresponds to
the set of wffs under consideration.

Definition 8 (Disproof). A finite sequence of seqsequents Θ1, . . . , Θn is a MICPL-
disproof of an ordered sequent C

[−→m]
−→m ⊢ iff

1. Θ1 = ⟨C [−→m]
−→m ⊢⟩,

2. Θj+1 results from Θj by a rule of MICPL, where 1 ⩽ j < n,

3. each constituent of Θn is a closed atomic sequent,

4. there exists k ∈ {1, . . . , m} such that for each constituent σ ⊢ of Θn, the
sequent f\[k](σ) ⊢ is closed.

An ordered sequent is disprovable in MICPL iff the sequent has a MICPL-disproof.

Observe that proofs and disproofs differ only with respect to their closing con-
ditions. To be more precise, each sequence of seqsequents Θ1, . . . , Θn satisfying the
clauses 1, 2, and 3 of the definition of proof (i.e. Definition 7) and violating clause
4 of the definition is not a proof, but a disproof.

The following holds (for a proof, see the Appendix):

Theorem 14. If there exists a MICPL-disproof of an ordered sequent C
[−→m]
−→m ⊢, then

the set wff(C [−→m]
−→m ⊢) is inconsistent, but is not a MI-set.

Here is an example of a disproof of (p → q)[1], p[2],¬(p ∨ q)[3] ⊢ (clause 4 is
satisfied w.r.t. the numeral 1):
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Example 7. (p→ q)[1] , p[2],¬(p ∨ q)[3] ⊢ R[2]
β

¬p[1], p[2], ¬(p ∨ q)[3] ⊢; q[1], p[2],¬(p ∨ q)[3] ⊢ R[2]
α

¬p[1], p[2],¬p[3],¬q[3] ⊢; q[1], p[2], ¬(p ∨ q)[3] ⊢ R[2]
α

¬p[1], p[2],¬p[3],¬q[3] ⊢; q[1], p[2],¬p[3],¬q[3] ⊢

Thus {p→ q, p,¬(p ∨ q)}, though inconsistent, is not a MI-set.
Finally, the following holds as well:

Theorem 15. If X is a finite inconsistent set of wffs which is not a MI-set, then
any ordered sequent σ ⊢ such that wff(σ ⊢) = X is disprovable in MICPL.

For a proof of Theorem 15 see the Appendix.

Remark 8. The primary rules of MICPL transform wffs inside sequents analogously
as Smullyan’s tableaux rules do. It is possible to build a calculus of MI-sets in the
“standard” tableau format, with rules defined as operating directly on (annotated)
wffs, while occurrences of these wffs are nodes of respective trees. This would require
adding an annotation mechanism and specifying new closing conditions. The format
of MICPL is akin to that of the so-called erotetic calculi (cf., e.g.,[27], [11],[10]). The
main difference lies in the fact that rules of MICPL operate on sequences of sequents,
while rules of erotetic calculi act upon questions based on sequences of sequents.
Moreover, annotations are exploited here in a new manner, and closing conditions
of a proof are more demanding. The advantage of the current format over the
“standard” tableaux approach lies in its relative simplicity at the metatheoretical
level. Moreover, it is known that proofs written in the erotetic calculi format can
be transformed into proofs in tableaux calculi (cf.[10]), sequent calculi (cf. [11]) or
even Hilbert-style calculi (cf. [7]). These effects do not disappear when we move
from questions based on sequences of sequents to the “inner” sequences of sequents.

6.2 Soundness and Completeness of MICPL w.r.t. Strong Entail-
ments

As we have shown, the calculus MICPL is sound and complete w.r.t. MI-sets. Due to
Theorem 5, the fact that X,¬Y is a MI-set guarantees that X ∥≺ Y holds provided
that X ∩¬Y = ∅ is the case. So when we restrict ourselves to ordered sequents built
in such a way that the fulfilment of the latter condition is secured, proofs of these
ordered sequents can be viewed as demonstrations that strong mc-entailment hold
in the cases considered.
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Theorem 16 (Soundness w.r.t. strong mc-entailment). Let X = {A1, . . . , An} and
Y = {B1, . . . , Bk}, where n + k > 0 and Ai ̸= ¬Bj for i = 1, . . . , n and j = 1, . . . , k.
If the ordered sequent:

A
[1]
1 , . . . , A[n]

n ,¬B
[n+1]
1 , . . . ,¬B

[n+k]
k ⊢

is provable in MICPL, then X ∥≺ Y .

Proof. By Theorem 5 and Theorem 12.

Theorem 17 (Completeness w.r.t. strong mc-entailment). Let X = {A1, . . . , An} and
Y = {B1, . . . , Bk}, where n + k > 0 and Ai ̸= ¬Bj for i = 1, . . . , n and j = 1, . . . , k.
If X ∥≺ Y , then the ordered sequent:

A
[1]
1 , . . . , A[n]

n ,¬B
[n+1]
1 , . . . ,¬B

[n+k]
k ⊢

is provable in MICPL.

Proof. By Theorem 5 and Theorem 13.

As for strong sc-entailment, one gets analogous results by applying Theorem 8
instead of Theorem 5.

7 Some Conceptual Applications
7.1 Deep Contraction
Let us imagine that we are working with a consistent non-empty set of CPL-wffs
X (for instance, representing a database or a belief base) and that a contingent
CPL-wff B has been derived from X. Assume that the derivation mechanism used
preserves CPL-entailment. Now suppose that we have strong, though independent
from X, reasons to believe that ¬B rather than B is the case. As long as we stick to
Classical Logic, extending X with ¬B is not a good move. An option is to switch to
some non-monotonic logic and its consequence operation. As we have shown, strong
sc-entailment is not monotone. But no extension of X produces ¬B as a strongly
sc-entailed consequence of X. This is due to:

Corollary 38. If X |≺ B, then there is no proper superset Z of X such that Z |≺¬B.

Proof. Let X |≺ B. Suppose that Z |≺ ¬B, where X ⊆ Z and X ̸= Z. If X |≺ B, then
X |= B and hence Z |= B. If Z |≺ ¬B, then Z |= ¬B. Therefore Z is inconsistent
and thus, by Corollary 14, Z |≺/ ¬B.
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A rational move is to contract X first, and in a way that prevents the appearance of
B as a conclusion of any legitimate (i.e. preserving classical entailment) derivation
from the contracted set. How to achieve this? One can examine the derivation
of B from X that has actually been performed, identify the elements of X used
as premises, and then contract X by removing from it at least one wff which was
used as a premise in the performed derivation. This, however, will not do: it is
possible that B is classically entailed by many subsets of X, including some that
do not contain the just removed wff(s), and thus B can still be legitimately derived
from the set contracted in the above manner. Examining all possible legitimate
derivations of B from X constitutes a difficult if not a hopeless task. However, a
solution is suggested by the content of Theorem 11. By and large, it suffices to
consider all the finite subsets of X that strongly sc-entail B, and to remove from
X exactly one element of every such subset. A contracted set obtained in this way
does not CPL-entail the wff B and therefore no legitimate derivation leads from the
set to B.

Remark 9. The way of proceeding proposed above is akin to (but not identical
with) the well-known idea of consistency restoring by calculating a minimal hitting
set of the family of all minimally inconsistent subsets of an inconsistent set in order
to eliminate elements of the hitting set from the inconsistent set in question.21

The general idea goes back to [15] and gave rise to some related constructions.22

However, contraction of the analysed kind does not aim at consistency restoring,
but at making a legitimate deduction of B from the resultant set impossible. These
are interconnected, but yet different issues.

In what follows we apply some conceptual tools taken from [29].
Let F be a family of sets, i.e. a set of sets. These sets need not be disjoint. In

the first step we define a related family of pairwise disjoints sets.

Definition 9. F⊗ =df {X⊗ : X ∈ F}, where:

X⊗ =
{

X × {X} if X ̸= ∅,
∅ if X = ∅.

Since the elements of F⊗ are pairwise disjoint, by the Axiom of Choice we get:

21A set X is a hitting set of a family of sets F iff X ∩ Y ̸= ∅ for each Y ∈ F. A hitting set of F is
minimal if no proper subset of it is a hitting set of F. Hitting sets are also called choice sets. For
hitting/choice sets see, e.g., [24], pp. 335– 338.

22Cf. e.g., [3].

2508



Entailment, Transmission of Truth, and Minimality

Corollary 39. If F⊗ ̸= ∅ and ∅ /∈ F⊗, then there exists a set γ such that γ comprises
exactly one element, ⟨A, X⟩, of each X⊗ ∈ F⊗.

We introduce an auxiliary notion.

Definition 10. γ is a χ⊗(F)-set iff

1. γ ⊆ ⋃
F⊗ and

2. for each X⊗ ∈ F⊗ such that X⊗ ̸= ∅ there exists exactly one ⟨A, X⟩ ∈ X⊗

such that ⟨A, X⟩ ∈ γ.

A χ⊗(F)-set is a set of ordered pairs. We take into account the first projection of
the set.

Definition 11. Let γ be a χ⊗(F)-set.

γ1 =df {A : ⟨A, X⟩ ∈ γ}.

Now we are able to introduce the crucial technical notion.

Definition 12. Z is a χ(F)-set iff Z = γ1 for some χ⊗(F)-set γ.

By and large, a χ(F)-set is a set comprising exactly one representative, with
regard to the above construction, of each non-empty set belonging to a family of
sets F. The representatives of distinct sets in a χ-set need not be distinct. One
should not confuse the existence of exactly one representative (of the above kind)
of each set belonging to a family of sets with the existence of a system of distinct
representatives of the family.23 One can prove that a χ-set always exists, i.e. for
any family of sets F there exists a χ(F)-set (cf. [29]).

Let us now come back to the contraction issue. The following holds.

Theorem 18 (Deep contraction). Let X be a consistent non-empty set of wffs, and
let B be a non-valid wff such that X |= B. Let F = {W ⊆ X : W |≺ B}, and let Z
be a χ(F)-set. Then (X \ Z) ̸|= B.

Proof. By Theorem 11, the family F is non-empty. If B is non-valid, ∅ /∈ F. Thus
X ′ ̸= ∅ for each X ′ ∈ F, and hence Z ̸= ∅.

The set X \ Z is consistent, since X is, by assumption, consistent.
Suppose that (X \ Z) |= B. It follows that (X \ Z) ̸= ∅ (as B is not valid) and,

by Theorem 11, that Y |≺ B for some finite subset Y of X \ Z. Moreover, Y ̸= ∅;
23As it is well-known, a system of distinct representatives – a transversal of a family of sets –

does not always exist; cf., e.g., [26], Chapter 8.
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otherwise B would have been valid. But the only subsets of X that strongly sc-entail
B are the sets in F. Hence Y = X◦ for some element, X◦, of F. But (X ′∩Z) ̸= ∅ for
each X ′ ∈ F. Hence (X◦ ∩ Z) ̸= ∅. On the other hand, (Y ∩ Z) = ∅ due to the fact
that Y is a subset of X \ Z. It follows that Y ̸= X◦. We arrive at a contradiction.
Therefore (X \ Z) ̸|= B.

Let us stress that Theorem 18 speaks about any χ-set of the family of subsets
of X which strongly sc-entail B. There are usually many such sets. Each of them
may be subtracted from X in order to arrive at a subset of X that does not (classi-
cally) entail B. In other words, “deep contraction” can be successfully performed in
many ways and its outcome depends on the χ-set chosen.24 As for the multiplicity
of possible outcomes, and their dependence on factors different from the set sub-
jected to be contracted and the wff w.r.t. which the operation is performed, deep
contraction does not differ from other contraction operations characterized in belief
revision theories. Note, however, that deep contraction has a kind of computational
flavour. In order to perform it one needs a χ-set of the family of subsets of X which
strongly sc-entail B, and this requires that the family has to be “calculated” first.
Given the content of Theorem 5, this, in turn, can be achieved by identifying all the
minimally inconsistent subsets of an inconsistent set of some kind.25 Algorithms for
solving such problems are already known in the literature.26

Remark 10. A set of wffs X supposed to be contracted w.r.t. B may be either
finite or infinite. In the latter case it can happen that the family of subsets of X that
sc-entail B is countably or even uncountably infinite. It follows that the relevant
χ-sets may be infinite. However, we are dealing here with Classical Logic, in which
entailment is compact: everything entailed by an infinite set of wffs is also entailed
by some finite subset(s) of the set. One can easily prove:

24A simple example may be of help. Let X = {p ∨ q → r, p, q} and B = r. The relevant family
of MI-sets comprises {p ∨ q → r} and {p ∨ q → r, q}; let us designate it by F. The χ(F)-sets are: (1)
{p, q}, (2) {p ∨ q → r}, (3) {p ∨ q → r, q}, (4) {p ∨ q → r, p}. The result of deep contraction of X,
depending on the χ(F)-set used, is (1’) {p ∨ q → r}, or (2’) {p, q}, or (3’) {p}, or (4’) {q}. Which
χ(F)-set is to be used depends on epistemic factors. By the way, the example presented above
shows that deep contraction does not amount to subtracting a minimal choice set of the family of
all MI-sets in question.

Belief revision theories view contraction as an operation which is supposed to achieve its goal(s)
in an “economical” manner: the loss should be kept to a minimum. This means many things,
depending on an account advocated. As for deep contraction, the “minimalization of loss” issue is
only of a secondary importance.

25More specifically, all minimally inconsistent subsets of X ∪{¬B} such that ¬B belongs to each
of them have to be identified first. Then the family {Y ⊆ X : Y ∪ {¬B} is a MI-set and ‘¬B’ /∈ Y }
constitutes the solution.

26See, e.g., [12], and [3].
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Corollary 40. Let X be an infinite consistent set of wffs, and let B be a non-valid
wff such that X |= B. If Y is a finite subset of X such that Y |= B, and Z is a
χ(F∗)-set, where F∗ = {W ⊆ Y : W |≺ B}, then X ∩ (Y \ Z) ̸|= B.

Proof. Suppose otherwise. Then (Y \ Z) |= B, contrary to Theorem 18.

Thus when entailment is compact, an infinite set X can also be “deeply con-
tracted” w.r.t. B without relying on infinite χ-set(s) that correspond(s), in the way
described above, to the whole X. It suffices to use a χ-set which corresponds to
a finite subset Y of X that classically entails B. Needless to say, the resultant set
X ∩ (Y \ Z) will be finite.

7.2 Argument Analysis
7.2.1 Strong Entailments and Lehrer’s Notion of Relevant Deductive

Argument

Strong sc-entailment is a special case of strong mc-entailment. There are, however,
close affinities between the concept of strong sc-entailment and the notion of relevant
deductive argument introduced long ago by Keith Lehrer (cf. [9]). Here is Lehrer’s
definition:

An argument RD is a relevant deductive argument if and only if RD contains a non-
empty set of premises P1, P2, . . . , Pn and a conclusion C such that a set of statements
consisting of just P1, P2, . . . , Pn, and ¬C (or any truth functional equivalent of ¬C)
is a minimally inconsistent set. A set of statements is a minimally inconsistent set if
and only if the set of statements is logically inconsistent and such that every proper
subset of the set is logically consistent. ([9], p. 298.)

Is strong sc-entailment just the semantic relation that holds between premises
and conclusions of Lehrer’s relevant deductive arguments? As Theorem 8 illus-
trates, the fact that {P1, . . . , Pn,¬C} is a MI-set is a necessary but insufficient
condition for {P1, P2, . . . , Pn} |≺ C to hold. It is additionally required that ‘¬C’
/∈ {P1, P2, . . . , Pn}. On the other hand, the statement “a set of statements consist-
ing of just P1, P2, . . . , Pn, and ¬C (or any truth functional equivalent of ¬C)” seems
to secure that the additional requirement is to be met. Anyway, relevant deductive
arguments in Lehrer’s sense (henceforth: rd-arguments) and deductive arguments in
which the conclusion is strongly sc-entailed by the premises – let us refer to them
as to |≺-arguments – share basic properties. In both cases, as stipulated by Lehrer
and witnessed by corollaries 22 and 16, only contingent wffs can serve as premises
and conclusions, and the set of premises is always consistent. Assuming that a set
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of premises of an argument must be non-empty, there is neither rd-argument nor
|≺-argument which leads to a valid wff or to a contradictory/inconsistent conclusion
(cf. corollaries 20 and 17, respectively). So some classes of relevant (in the intuitive
sense of the word) deductive arguments are beyond the scope of either analysis.
On the other hand, our considerations, though indirectly, throw new light of the
properties of rd-arguments. Theorem 11 yields that for each deductive argument A
from a consistent set of premises there exists a corresponding |≺-argument leading
from a finite subset of the set of premises of A to the conclusion of the argument
A. The premises of an |≺-argument are mutually independent (cf. Corollary 25),
and their conclusions always share variable(s) with the premises (cf. Corollary 24).
A multi-premise |≺-argument differs from the respective single-premise |≺-argument
based on a conjunction of premises of the multi-premise argument (cf. section 4.2.3).

It seems that the intuitive concept of linked multi-premise deductive argument
can be successfully explicated in terms of strong sc-entailment: a linked multi-
premise deductive argument is an argument whose conclusion is strongly sc-entailed
by the set of premises.

7.2.2 Multiple-Conclusion Arguments?

The concept of argument is sometimes generalized to include arguments contain-
ing a finite number of conclusions. As a result, one gets an unproblematic class of
arguments having exactly one conclusion – let us call them sc-arguments – and a
problematic class of arguments having at least two (but still finitely many) conclu-
sions. Let us call the latter mc-arguments.

As we observed, strong sc-entailment is, in principle, the semantic relation which
holds between premises and conclusions of relevant (in the Lehrer’s sense) deductive
sc-arguments. By analogy, strong mc-entailment can be viewed as singling out an
important class of mc-arguments. We coin them (for the lack of a better idea)
germane mc-arguments. To be more precise, by a germane mc-argument we mean
an mc-argument whose premises strongly mc-entail the set of conclusions of the
argument. The properties of strong mc-entailment pointed out above seem to speak
in favour of this proposal.

There is an ongoing discussion as to whether mc-arguments are artifacts (cf. [17],
[23], [2]). An mc-argument is often identified with the corresponding sc-argument
whose conclusion is a disjunction of all the “conclusions” of the respective mc-
argument. Without pretending to resolve the issue, let us only notice the following.

Consider:
p

p ∨ q
(40)
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and
p

p, q
(41)

Since p |≺ p∨q holds, (40) constitutes an |≺-argument. But p ∥≺ {p, q} does not hold
and thus (41) is not a germane mc-argument. So it happens that, having premises
fixed, there exist |≺-arguments leading from the premises(s) to a disjunction, but
there is no germane mc-argument that leads from the premise(s) to the set of dis-
juncts.

Now let us consider:
p ∨ q

p, q
(42)

and
p ∨ q

p
(43)

p ∨ q

q
(44)

(42) is a germane mc-argument, while (43) and (44) are not |≺-arguments. This is
not an exception, but a rule. Due to Corollary 2, if an mc-argument leading from a
disjunction to the set of disjuncts is germane, then there is no |≺-argument that leads
from the disjunction to a single disjunct. In general, the existence of a germane mc-
argument from X to Y excludes the existence of an |≺-argument from X to a single
conclusion that belongs to Y . Similarly, the existence of an |≺-argument leading
from X to a wff which is only one of the elements of a set of wffs Y suppresses the
existence of a germane mc-argument leading from X to Y .

8 Final Remarks
8.1 The First-Order Case
So far we have dealt with the classical propositional case. So a natural question
arises: what, if anything, will change when we move to the first-order level and
consider strong entailments based on First-Order Logic (FOL)?

As it is well-known, sc-entailment in FOL can be defined either in terms of
satisfaction or in terms of truth, and similarly for mc-entailment. However, truth of
a wff in a FOL-model equals satisfaction of the wff under all assignments of values to
individual variables, where the values belong to the universe of the model. Therefore
the respective concepts of entailment do not coincide when sentential functions, that
is, wffs in which free variables occur, enter the picture, although they coincide on
FOL-sentences (i.e. wffs with no free variables). Similarly, inconsistency can be
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defined either as unsatisfiability or as the lack of a FOL-model which makes true
all the wffs in question. These are not the same thing if sentential functions are
allowed.27

When one wants to move from the propositional level to the first-order one, three
possibilities emerge.

The simplest solution is to assume that strong entailments, as well as the other
semantic notions employed, are defined for sentences only. The concept of truth
under a CPL-valuation is to be replaced with the concept of truth in a FOL-model.
Then the results concerning CPL “translate” into the respective results concerning
the “sentential part” of FOL. Of course, this does not pertain to results which rely on
the assumption that the wffs considered are propositional, in particular to Theorem
4. Needless to say, an analogous remark applies to the other options presented below.

The second option is to allow for sentential functions and to replace “true under
a CPL-valuation” with “satisfied in a FOL-model under an assignment of values to
individual variables.” In such a case inconsistency would mean unsatisfiability. There
is, however, a price to be paid. While sc-entailment defined in terms of satisfaction
ensures the transmission of truth, mc-entailment defined by means of satisfaction
(i.e. roughly, by the clause: “for every assignment ι: if all the wffs in X are satisfied
under ι, then at least one wff in Y is satisfied under ι”) does not warrant the existence
of a true wff in Y when all the wffs in X are true. This lack of warranty shows up in
the case of mc-entailed sets containing sentential functions. As a consequence, the
intuitive meaning of the concept of strong mc-entailment changes.

As for the third option, one allows for sentential functions and replaces “true
under a CPL-valuation” with “true in a FOL-model.“ Now consistency of a set of
wffs would mean the existence of a FOL-model which makes all the wffs true. Con-
tingent wffs are these which are true in some, but not all FOL-models. However,
sc-entailment of A from X amounts to inconsistency of the set comprising X and
the negation of the universal closure of A. Similarly, mc-entailment between X and
Y holds iff the set X,¬Y is inconsistent, where Y is the set of universal closures of
elements of Y . So a “translation” of results concerning CPL should be performed
with caution. In particular, whenever consistency/inconsistency of propositional
formulas of the form ¬A or sets of such formulas have been considered, first-order
wffs of the form ¬A, where A is the universal closure of A, should be used. For
example, the FOL counterparts of theorems 5 and 8 now are:

X ∥≺ Y iff X ∩ ¬Y = ∅ and X,¬Y is a MI-set.

27For instance, the set {P (x), ¬∀xP (x)}, where P is a one-place predicate, is satisfiable, but
there is no FOL-model which makes its elements simultaneously true.
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X |≺ B iff ‘¬B ’ /∈ X and X,¬B is a MI-set.

Another example is this. What we have called “deduction theorems” for strong
entailments (cf. theorems 7 and 26), relied upon Corollary 11. However, its counter-
part does not hold for FOL when entailments are defined in terms of truth. Instead,
we have:

Z, A ∥= W iff Z ∥= ⌈A→W ⌉.

As a consequence, in order to get counterparts of theorems 7 and 26 one has to
replace A with A. An analogous remark pertains to corollaries 12, 27, and 28.

8.2 Further Research: Strong Entailments in Non-Classical Logics

In this paper we have concentrated upon Classical Logic. A natural next step is
to turn to non-classical logics. Which of the results presented above would remain
valid if we defined strong entailments in terms of entailments based on a non-classical
logic? No doubt, this is an interesting question. Yet, it deserves a separate paper or
even a series of papers. So let me only comment on the relation between the concepts
of strong entailments and the concept of minimally inconsistent set. Theorems 5 and
8 (as well as their counterparts for FOL) show how these concepts are interconnected
for Classical Logic. However, analogues of theorems 5 and 8 fail in some non-classical
logics. Negationless logics provide trivial examples here, but there are others. For
instance, in Intuitionistic Logic (INT) the following:

{¬¬p,¬p} |= INT ⊥

{¬¬p} ̸|= INT ⊥

{¬p} ̸|= INT ⊥

hold and thus {¬¬p,¬p} can be regarded as a MI-set. Needless to say, ’¬p’ /∈ {¬¬p}.
On the other hand, we have:

¬¬p ̸|= INT p

and hence, assuming that strong sc-entailment presupposes sc-entailment, ¬¬p and
p are not linked with strong sc-entailment. It follows that the “intuitionistic” ana-
logues of theorems 8 and 5 do not hold.
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Appendix: Soundness and Completeness of MICPL

In order to prove soundness and completeness of the calculus MICPL with respect to
MI-sets we need a series of corollaries and lemmas.

As an immediate consequence of definitions introduced in Section 6 we get

Corollary 41. X is a MI-set iff there exists an ordered sequent C
[−→m]
−→m ⊢ such that

X = wff(C [−→m]
−→m ⊢) and

1. wff(C [−→m]
−→m ⊢) is an inconsistent set, and

2. for each k ∈ {1, . . . , m}: the set wff(f\[k](C
[−→m]
−→m ) ⊢) is consistent.

The following hold:

Lemma 2.

1. wff(S ′ α[i] ′ T ⊢) is inconsistent iff wff(S ′ α
[i]
1

′ α
[i]
2

′ T ⊢) is inconsistent.

2. wff(S ′ β[i] ′ T ⊢) is inconsistent iff wff(S ′ β
[i]
1

′ T ⊢) is inconsistent and
wff(S ′ β

[i]
2

′ T ⊢) is inconsistent.

3. wff(S ′ A[i] ′ T ⊢) is inconsistent iff wff(S ′ ¬¬A[i] ′ T ⊢) is inconsistent.

Lemma 3.

1. If Φ; σ ⊢; Ψ results from Φ; θ ⊢; Ψ by a rule of MICPL, then the set wff(σ ⊢) is
inconsistent iff wff(θ ⊢) is an inconsistent set.

2. If Φ; σ1 ⊢; σ2 ⊢; Θ results from Φ; θ ⊢; Ψ by a rule of MICPL, then both wff(σ1 ⊢)
and wff(σ2 ⊢) are inconsistent sets iff wff(θ ⊢) is an inconsistent set.

Proof. If Φ; σ ⊢; Ψ results from Φ; θ ⊢; Ψ by a rule of MICPL, then θ involves a
numerically annotated α-wff or a numerically annotated double negated wff. But
X, α ∥= ∅ iff X, α1, α2 ∥= ∅, and X,¬¬A ∥= ∅ iff X, A ∥= ∅.

If Φ; σ1 ⊢; σ2 ⊢; Θ results from Φ; θ ⊢; Ψ by a rule of MICPL, then a numerically
annotated β-wff is a term of θ. Yet, X, β ∥= ∅ iff X, β1 ∥= ∅ and X, β2 ∥= ∅.

Lemma 4. If a seqsequent Ψ results from a seqsequent Φ by a rule of MICPL, then
the following conditions are equivalent:

1. for each constituent σ ⊢ of Φ: the set wff(σ ⊢) is inconsistent,

2. for each constituent θ ⊢ of Ψ: the set wff(θ ⊢) is inconsistent.
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Proof. By Lemma 3.

Theorem 12 (Soundness w.r.t. MI-sets). Let X be a finite non-empty set of wffs,
and let σ ⊢ be an ordered sequent such that wff(σ ⊢) = X. If the sequent σ ⊢ is
provable in MICPL, then X is a MI-set.

Proof. Let C
[−→m]
−→m ⊢ be an arbitrary but fixed ordered sequent such that

X = wff(C [−→m]
−→m ⊢). Assume that

Θ1, . . . , Θn (45)

is a proof of the sequent C
[−→m]
−→m ⊢ in MICPL. By Definition 7, each constituent of Θn is

a closed atomic sequent. Hence the set wff(θ ⊢) is inconsistent for each constituent
θ ⊢ of Θn. Therefore, by Lemma 4, the set wff(C [−→m]

−→m ⊢) is inconsistent, that is, X is
inconsistent.

We shall prove the following:

(⋆) if Θj+1 has a constituent, σ ⊢, such that the set wff(f\[k](σ) ⊢) is consistent,
then Θj has a constituent, θ, such that the set wff(f\[k](θ) ⊢) is consistent,
where 1 ⩽ j < n and 1 ⩽ k ⩽ m.

Let σ ⊢ be a constituent of Θj+1 for which the set wff(f\[k](σ) ⊢) is consistent.
Recall that rules of MICPL “act locally”: if a rule is applied to a seqsequent, only
one constituent and only one occurrence of a na-wff in the constituent are acted
upon (more precisely, only one term of the sequence of na-wffs which occurs in the
constituent is transformed). When Θj+1 results from Θj by a rule, the following
cases are possible:

(a) σ ⊢ has been rewritten from Θj into Θj+1 (since a rule has been applied to Θj

w.r.t. some other constituent of it),
(b) the occurrence of σ ⊢ in Θj+1 is due to an application of a rule to Θj w.r.t. a

constituent, say, θ ⊢, of Θj .

If (a) is the case, then (⋆) holds trivially. So assume that (b) holds. Two sub-cases
are possible:

(b1) a rule has been applied to Θj w.r.t. the constituent θ ⊢ and a term of θ
annotated with k,

(b2) a rule has been applied to Θj w.r.t. the constituent θ ⊢ and a term of θ which
is annotated with some numeral j different from k.
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If (b1) holds, then wff(f\[k](θ) ⊢) = wff(f\[k](σ) ⊢), so the set wff(f\[k](θ) ⊢) is
consistent. Assume that (b2) is the case. Suppose that the set wff(f\[k](θ) ⊢) is
inconsistent though wff(f\[k](σ) ⊢) is a consistent set. Both wff(f\[k](σ) ⊢) and
wff(f\[k](θ) ⊢) do not contain wffs annotated with k. So the hypothetical inconsis-
tency of the set wff(f\[k](θ) ⊢) is due to the occurrence in θ of some wffs(s) annotated
with numeral(s) different from k. Observe that the inconsistency of wff(f\[k](θ) ⊢)
yields the inconsistency of the set wff(θ ⊢). However, σ ⊢ is a constituent of Θj+1
because a rule has been applied to Θj w.r.t. θ ⊢ and a wff annotated with a numeral
different from k. Thus, by Lemma 2, the set wff(σ ⊢) is inconsistent. Moreover,
its inconsistency is due to the occurrence in σ of wffs annotated with numerals
different from k. Therefore the set wff(f\[k](σ) ⊢) is inconsistent. We arrive at a
contradiction. This completes the proof of (⋆).

The sequence (45) is supposed to be a proof, so, by Definition 7, for any k ∈
{1, . . . , m} there exists a constituent, say, ρ ⊢, of Θn such that, as f\[k](ρ ⊢) is
either ∅ ⊢ or is an open atomic sequent, the set wff(f\[k](ρ) ⊢) is consistent. Thus,
by (⋆) proven above, any term/seqsequent of (45) has a constituent, ζ ⊢, such
that wff(f\[k](ζ) ⊢) is a consistent set of wffs. But the sequent C

[−→m]
−→m ⊢ is the only

constituent of Θ1. Hence wff(f\[k](C
[−→m]
−→m ⊢) is a consistent set. As k was an arbitrary

element of {1, . . . , m}, by Corollary 41 it follows that X is a MI-set.

An auxiliary concept is needed.
Definition 13 (MICPL-transformation of a sequent). A MICPL-transformation of a
sequent σ ⊢ is a finite sequence Θ1, . . . , Θn of seqsequents such that: (a) Θ1 = ⟨σ ⊢⟩,
and (b) Θj+1 results from Θj by a rule of MICPL for 1 ⩽ j < n.
Theorem 13 (Completeness w.r.t MI-sets). If X is a MI-set, then any ordered se-
quent σ ⊢ such that wff(σ ⊢) = X is provable in MICPL.
Proof. A moment’s reflection on the rules of MICPL reveals that for each ordered
sequent σ ⊢ such that wff(σ ⊢) is an inconsistent set of wffs, there exist MICPL-
transformations of the sequent which end with seqsequents whose constituents are
closed atomic sequents only.

Assume that X is a MI-set, and that C
[−→m]
−→m ⊢ is an ordered sequent such that

wff(C [−→m]
−→m ⊢) = X. Since X is a MI-set, wff(C [−→m]

−→m ⊢) is an inconsistent set. Let

Θ1, . . . , Θn (46)

be a MICPL-transformation of the sequent C
[−→m]
−→m ⊢ such that each constituent of Θn

is a closed atomic sequent. Suppose that the transformation (46) is not a proof of
C

[−→m]
−→m ⊢.
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The transformation (46) can be depicted as:

Θ1 ←↩ R[i1]
x (47)

Θ2 ←↩ R[i2]
x

. . .

Θn−1 ←↩ R[in−1]
x

Θn

where ‘←↩ R[ij ]
x ’ indicates that the rule applied to Θj acts upon a wff annotated with

ij (more precisely, upon an occurrence of such a wff in a sequent that belongs to
Θj).

If the transformation (46) is not a proof, then, by Definition 7, there exists an
index k, where 1 ⩽ k ⩽ m, such that for each sequent θ ⊢ which occurs in Θn,
f\[k](θ) ⊢ is a closed atomic sequent.

Suppose that m = 1. Thus X is a singleton set, each rule of (47) acts upon a wff
annotated with 1, and all the wffs which occur in Θn are annotated with 1. Hence
f\[1](θ) ⊢ = ∅ ⊢ for any constituent θ ⊢ of Θn. It follows that there is no constituent
of Θn such that f\[1](θ ⊢) is a closed atomic sequent. We arrive at a contradiction.
Thus m ̸= 1.

We proceed as follows. First, we remove from (47) each Θj which is associated
with ←↩ R[k]

x , that is, we skip all the lines of (47) in which a rule acts upon a wff
annotated with k. Let

Θ∗
1, . . . , Θ∗

h (48)

stand for the subsequence of (46) obtained from it in this way. Each Θ∗
j , where

1 ⩽ j ⩽ h, is a sequence of sequents. Let Θ∗
j = ⟨ξ1 ⊢, . . . , ξs ⊢⟩. We define Θ∗∗

j as:

⟨f\[k](ξ1) ⊢, . . . , f\[k](ξs) ⊢⟩ (49)

Since f\[k](ξi) ⊢ is a sequent for 1 ⩽ i ⩽ s, (49) is a seqsequent. Then we consider
the following sequence of seqsequents:

Θ∗∗
1 , . . . , Θ∗∗

h (50)

Observe that wffs annotated with k do not occur in any constituent of any elemen-
t/term of (50). Clearly, f\[k](C

[−→m]
−→m ) ⊢ is

C
[1]
1 , . . . , C

[k−1]
k−1 , C

[k+1]
k+1 , . . . , C [m]

m ⊢ (51)

2519



Wiśniewski

It is easily seen that (50) is a MICPL-transformation of the sequent (51). On the
other hand, each constituent of Θ∗∗

h is a closed atomic sequent and hence wff(θ ⊢)
is inconsistent for any constituent θ ⊢ of Θ∗∗

h . Thus, by Lemma 4,

{C1, . . . , Ck−1, Ck+1, . . . , Cm} (52)

is an inconsistent set of wffs. But (52) is a proper subset of X. Therefore X is not
a MI-set. We arrive at a contradiction. This completes the proof.

Theorem 14. If there exists a MICPL-disproof of an ordered sequent C
[−→m]
−→m ⊢, then

the set wff(C [−→m]
−→m ⊢) is inconsistent, but is not a MI-set.

Proof. Let
Θ′

1, . . . , Θ′
n (53)

be an arbitrary but fixed disproof of C
[−→m]
−→m ⊢. Everything what has been said, in the

above proof of Theorem 13, about the transformation (46), can be repeated with
regard to the disproof (53) (of course, after replacing Θj with Θ′

j for 1 ⩽ j ⩽ n).
So wff(C [−→m]

−→m ⊢) is not a MI-set. Yet, due to Definition 8 and Lemma 3, it is an
inconsistent set.

Theorem 15. If X is a finite inconsistent set of wffs which is not a MI-set, then
any ordered sequent σ ⊢ such that wff(σ ⊢) = X is disprovable in MICPL.

Proof. Let X be an arbitrary but fixed finite inconsistent set of wffs which is not a
MI-set. We define:

Σ = {σ ⊢ : wff(σ ⊢) = X and σ ⊢ is an ordered sequent}

Let Λ be the set of all MICPL-transformations of sequents in Σ. As X is inconsistent,
Λ includes a non-empty subset Λ0 of MICPL-transformations each of which ends with
a seqsequent involving closed atomic sequent(s) only. By assumption, X is not a
MI-set. Thus, by Theorem 12, no element of Λ0 has a MICPL-proof. Therefore each
transformation in Λ0 violates the fourth clause of Definition 7. Hence Λ0 comprises
MICPL-disproofs of the sequents in Σ.
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