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Abstract

Traditionally, computational knowledge representation and reasoning fo-
cused its attention on rich domains such as the law. The main underlying
assumption of traditional legal knowledge representation and reasoning is that
knowledge and data are both available in main memory. However, in the era of
big data, where large amounts of data are generated daily, an increasing range
of scientific disciplines, as well as business and human activities, are becoming
data-driven. This chapter summarises existing research on legal representation
and reasoning in order to uncover technical challenges associated both with the
integration of rules and databases and with the main concepts of the big data
landscape. We expect these challenges lead naturally to future research direc-
tions towards achieving large scale legal reasoning with rules and databases.
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1 Introduction

Since the emergence of computational knowledge representation and reasoning (KR),
the domain of law has been a prime focus of attention as it is a rich domain full of ex-
plicit and implicit representation phenomena. From early Prolog-based approaches
[67, 69] to elaborate logic-based mechanisms for dealing with, among others, notions
of defeasibility, obligation and permission, the legal domain has been an inspiration
for generations of KR researchers [4, 30, 50, 70].

Knowledge representation has been used to provide formal accounts of legal
provisions and regulations, while reasoning has been used to facilitate legal decision
support and compliance checking. Despite the variety of approaches used, they all
share a common feature: the focus has always been on capturing elaborate knowledge
phenomena while the data has always been small. As a consequence, one underlying
assumption has been that all knowledge and data are available in main memory.
This assumption has been reasonable until recently, but can be questioned with
the emergence of big data. We now live in an era where unprecedented amounts of
data become available through organisations, sensor networks and social media. An
increasing range of scientific disciplines, as well as business and human activities,
are becoming data-driven.

Since legislation is at the basis of and regulates our everyday life and societies,
many examples of big data such as medical records in e-Health or financial data,
must comply with, and are thus highly dependent on, specific norms. For instance,
a sample database related to the US Food and Drug Administration (FDA) Adverse
Event Reporting System (FAERS) contains over 3 million records to cover only the
first quarter of 2014 [48]. Any standard reasoning system would reach its limits if
data over longer periods of time need to be audited.

Another source of huge amounts of data related to law is the financial domain,
in which millions of transactions take place every single day and are subject to
regulation on, among others, taxation, anti money laundering, consumer rights and
data protection. While data mining is being used in the financial domain, it is
arguably an area that would benefit from legal reasoning directly related to relevant
legislation. This might indicatively entail checking for and ensuring compliance with
reporting requirements, or traversing across financial transaction databases to check
for potential violations of legislations.

Similarly, building applications and property/site development are covered by a
variety of local and national laws and regulations. To develop and assess relevant
applications, it may be necessary to consider the legal requirements in conjunction
with geodata relating to morphology of the site and its surroundings, use of space
and so on.
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Industries in the aforementioned and other domains are feeling increasingly over-
whelmed with the expanding set of legislation and case law available in recent years,
as a consequence of the global financial crisis, among others. Consider, for example,
the European Union active legislation, which was estimated to be 170,000 pages long
in 2005 and is expected to reach 351,000 pages by 2020 assuming that legislation
trends continue at the same rate [54]. As the law becomes more complex, con-
flicting and ever-changing, more advanced methodologies are required for analysing,
representing and reasoning on legal knowledge.

While, the term “big data” is usually associated with machine learning, we argue
that particularly in law there is also a need for symbolic approaches. Legal provisions
and regulations are considered as being formal and legal decision making requires
clear references to them. Stated another way, in the legal domain there is also a need
for explainable artificial intelligence, as it has always been done in legal reasoning.

So what are the implications of this big data era on legal reasoning? On the
one hand, as already explained above, a combination of legal reasoning with big
data opens up new opportunities to provide legal decision support and compliance
checking in an enhanced set of applications. On the other hand, there are new
technical challenges that need to be addressed when faced with big data:

• Rules and data integration: while big data is stored in databases of various
forms, reasoning is often performed using rule engines. Integrated solutions
are necessary so that rule engines can seamlessly access and reason with big
data in large scale databases.

• Volume: When the amount of data is huge, one cannot assume that all data is
available in main memory. Hence, any approach that relies on this assumption
needs to be adapted in order to work on larger scales.

• Velocity: In applications where one wishes to perform decision making close
to the time data is generated, the dynamicity of data needs to be taken into
account.

• Variety: In many applications, there is a need for a uniform manner of access-
ing and reasoning with data from disparate, heterogeneous sources, following
different formats and structures.

The aim of this chapter is to present the state of the art in legal reasoning with
rules and databases and explore the challenges faced by existing approaches when
moving to larger scales and when integrating rule-based and database systems. In
doing so, the chapter aims to stimulate the evolution of the area of legal reasoning
so that it becomes more relevant in the new data-driven era.
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The remainder of this chapter is organised as follows. Section 2 provides an
overview of previous research in legal representation and reasoning. Section 3 dis-
cusses the application of legal reasoning in practice, first dealing with case studies
of increasing scale, then discussing the integration of rules and databases and a pos-
sible solution through the RuleRS system. Then, Section 4 provides a description
of technical challenges arising both from the integration of rules and databases and
large scale case studies. Finally, Section 5 summarises findings and briefly discusses
their importance.

2 Legal Representation and Reasoning Approaches

2.1 Rule-based Approaches

A quite significant subset of legal representation and reasoning approaches relies
on logic-based representation and rule-based reasoning. The benefits of rule-based
approaches stem mainly from their naturalness, which facilitates comprehension of
the represented knowledge [52]. Rules, representing domain knowledge, are normally
in the “IF conditions THEN conclusion” form; in the legal domain, conditions are
the norms and consequence is the legal effect. To apply rule-based reasoning in the
legal domain, the meaning of legal texts needs to be interpreted and modelled, in
order to transform the legal norms to logical rules for permitting reasoning [21].

According to Negnevitsky [56], the main advantages of rule-based approaches
are:

• compact representation of general knowledge,

• natural knowledge representation in the form of if-then rules that reflect the
problem-solving procedure explained by the domain experts,

• modularity of structure where each rule is an independent piece of knowledge

• separation of knowledge from its process,

• justification of the determinations by explaining how the system arrived at a
particular conclusion and by providing audit trails.

There are, however, a number of issues that pertain to the knowledge acquisition
bottleneck, or inference efficiency, especially for large scale reasoning. Sections 2.2
to 2.4 summarise the most important rule-based legal reasoning approaches.

914
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2.2 Early Logic-based Approaches
The earliest well-established approach to rule-based legal reasoning involved the
use of subsets of first-order logic for knowledge representation and Prolog-based
reasoning. The most prominent example is Sergot et al.’s seminal work on the
British Nationality Act [69], where the authors expressed legal knowledge in the
form of extended Horn logic programs that allow negation as failure. The authors
present an excellent account of the intricacies of encoding actual legislation as rules,
especially with regard to the treatment of negation and cases where double negation
is introduced.

Subsequent work [49] focused, among others, on the encoding of exceptions
within a particular legislation, representing them explicitly by negative conditions
in the rules. While this is suitable for self-contained and stable legislation, it may
require some level of rewriting whenever previously unknown exceptions (or chains
of exceptions) are introduced or discovered. Moreover, in both of these works de-
ontic concepts such as permission or obligation which are a common occurrence
in legislation, have to be represented explicitly within predicate names. This is
an expected characteristic when legal knowledge representation relies on standard
predicate logic [11].

2.3 Description Logic-based Approaches
Following the advent of the Semantic Web, several research efforts focused on exam-
ining whether description logics and ontologies are suitable candidates for represent-
ing and reasoning about legislation (see [3] and [57], among others). An ontology
is defined as a formal, explicit specification of a shared conceptualisation [72]. The
reusability and sharing features of ontologies are of critical importance to the le-
gal reasoning domain, due to the complexity involved in legal documents. This
complexity can be viewed from two different perspectives [31]:

• the complexity of the language used in legal documents, due to, among oth-
ers, the open texture property and the incomplete definition of many legal
concepts [29].

• the complexity brought on by the amount of information that must be collected
and processed in order for lawyers or judges to evaluate a case and litigation
to proceed [76].

A prime example of legal reasoning approaches using description logics is HAR-
NESS [74] (also known as OWL Judge [75]), which shows that well-established sound
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and decidable description logic reasoners such as Pellet can be exploited for legal rea-
soning, if, however, a significant compromise in terms of expressiveness is made. The
most important issue is that relationships can only be expressed between concepts
and not between individuals: for instance, as exemplified in Van de Ven et al. (2008),
if we have statements expressing the facts that a donor owns a copyright donation
and that a donor retains some rights, there is no way to express (in pure OWL) that
the donor in both cases is the same individual. This can be expressed via rules (e.g.
written in SWRL); however, to retain decidability these rules must be restricted to
a so-called DL-safe subset [58].

Description logics provide an alternative formalisation to classical logic but still
face similar issues with regard to the treatment of negation and the encoding of
deontic notions. The issues related to negation are due to the fact that both classical
and description logics are monotonic: logical consequences cannot be retracted, once
entailed. However, the nature of law requires legal consequences to adapt in light
of new evidence; any conflicts between different regulations must be accounted for
and resolved [11].

2.4 Defeasible and Deontic Logic-based Approaches

The aforementioned issues led researchers to employ non-monotonic logic for the
purposes of legal reasoning. An example is the Defeasible Logic framework [6], where
rules can either behave in the classical sense (strict), they can be defeated by contrary
evidence (defeasible), or they can be used only to prevent conclusions (defeaters).
Defeasible Logic has been successfully used for legal reasoning applications [7, 33, 40,
35] and it has been proven that other formalisms used successfully for legal reasoning
correspond to variants of Defeasible Logic [34]).

As already mentioned, the notions of permission and obligation are inherent in
legal reasoning but are not explicitly defined in any of the logic systems described
so far; deontic logic was introduced to serve this purpose. As formalised in [43],
permission and obligation are represented by modal operators and are connected to
each other through axioms and inference rules. While there has been some philo-
sophical criticism on deontic logic due to its admission of several paradoxes (e.g.
the gentle murderer), deontic modalities have been introduced to various logics to
make them more suitable for reasoning with legal norms. Sergot [68] uses a com-
bination of deontic logic and the notions of action and agents to be able to derive
all possible normative positions (e.g. right, duty, privilege) and assist in policy and
contract negotiation. A similar proposal [65, 10] uses reified Input/Output logic [66]
to formalise the EU General Data Protection Regulation (GDPR) in 966 if-then
rules.
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Defeasible Deontic Logic [38, 41] is the result of integrating deontic notions (be-
liefs, intentions, obligations and permissions) to the aforementioned Defeasible Logic
framework. Defeasible Deontic Logic has been successfully used for applications in
legal reasoning and it is has been shown that it does not suffer from problems affect-
ing other logics used for reasoning about norms and compliance [36, 35, 48]. Thus,
Defeasible Deontic Logic is a conceptually sound approach for the representation of
regulations and at the same time, it offers a computationally feasible environment
to reason about them [38].

2.5 Case-based Approaches

Apart from rule-based approaches, a number of different solutions have been pro-
posed for representation and reasoning in the legal domain. These are summarised
next. This section discusses case-based approaches, followed by case-rule hybrids
(Section 2.6) and argumentation-based approaches (Section 2.7).

Rule-based legal reasoning approaches are more suited to legal systems that are
primarily based on civil law, due to their inherent rule-based nature and the fact they
focus on conflicts arising from conflicting norms and not from interpretation [14]. On
the other hand, common law places precedents at the center of normative reasoning,
which makes case-based approaches more applicable. Case-based representations
store a large set of previous cases with their solutions in the case base (or case
library) and use them whenever a similar new case has to be dealt with. The
case-based system performs inference in four phases known as the CBR cycle [2]):
retrieve, reuse, revise and retain. Quite often, the solution contained in the retrieved
case(s) is adapted to meet the requirements of the new case.

An important advantage of case-based representation is its ability to express
specialized knowledge. This allows them to circumvent interpretation problems suf-
fered by rules (due to their generality). Also, knowledge acquisition may be slightly
easier than rule-based approaches, due to the availability of cases in most applica-
tion domains. However, case-based approaches face a number of issues such as the
inability to express general knowledge, poor explanations and inference inefficiency,
especially for larger case bases [62].

The most prominent examples of case-based legal reasoning are HYPO [9],
CATO [5] and GREBE [17]. HYPO represents cases in the form of dimensions
which determine the degree of commonality between two precedent cases: a prece-
dent is more “on-point”, if it shares more dimensions with the case at hand than
another. CATO replaces dimensions with boolean factors organised in a hierarchy.
GREBE is actually a rule/case hybrid, since reasoning relies on any combination
of rules modeling legislation and cases represented using semantic networks (a pre-
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cursor to ontologies in the Semantic Web). As noted in [13], using dimensions or
factors to determine legal consequences is relatively tractable, but the initial step of
extracting these dimensions or factors from case facts is deeply problematic.

2.6 Hybrid Approaches

A number of attempts have been made to integrate rule-based and case-based
representations [62]. Since rules represent general knowledge of the domain, whereas
cases encompass specific knowledge gained from experience, the combination of both
approaches turns out to be natural and useful.

In legal reasoning, such hybrid solutions are capable of addressing issues aris-
ing due to the existence of “open-textured” (i.e., not well defined and imprecise)
rule terms or unstated prerequisite conditions and exceptions or circularities in rule
definitions [64]. Examples of hybrid legal representation and reasoning systems are
CABARET [64], DANIEL [20], GREBE [18, 16], and SHYSTER-MYCIN [1].

2.7 Argumentation-based Approaches

Regardless of the legal system applied, legal reasoning at its core is a process of
argumentation, with opposing sides attempting to justify their own interpretation.
As succinctly stated in [61], legal reasoning goes beyond the literal meaning of rules
and involves appeals to precedent, principle, policy and purpose, as well as the con-
struction of and attack on arguments. AI and law research has addressed this with
models that are based on Dung’s influential work on argumentation frameworks [26].
A notable example is Carneades [32], a model and a system for constructing and
evaluating arguments that has been applied in a legal context. Using Carneades, one
can apply pre-specified argument schemes that rely on established proof standards
such as “clear and convincing evidence” or “beyond reasonable doubt”.

ASPIC+ [60] takes a more generic approach, providing a means of producing ar-
gumentation frameworks tailored to different needs in terms of the structure of argu-
ments, the nature of attacks and the use of preferences. However, neither Carneades
nor any ASPIC+ framework can be used as-is for legal reasoning: they need to be
instantiated using a logic language. For instance, versions of Carneades have used
Constraint Handling Rules to represent argumentation schemes, while any ASPIC+
framework can be instantiated using a language that can model strict and defeasible
rules, such as those in the previously mentioned Defeasible Logic framework.

918
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3 Legal Reasoning with Rules and Databases
in Practice

As detailed in the previous section, researchers have proposed a multitude of different
approaches to legal representation and reasoning, each with their own advantages
and disadvantages. Focusing on rule-based approaches specifically, regardless of their
individual characteristics, two major issues have not yet been adequately addressed,
to the best of our knowledge. These involve handling significantly large datasets and
achieving efficient integration between legal rules and databases. In this section, we
explore how current rule-based legal reasoning approaches fare in relation to these
issues.

3.1 Exploring Case Studies of Different Scale
As part of the MIREL project1, practical legal reasoning applications were explored
to complement theoretical analysis. For instance, in [11], several legal reasoning ap-
proaches were applied on real-world use cases. The approaches examined included
answer set programming (ASP) [19], defeasible logic and ASPIC+-based argumenta-
tion. The use cases involved the presumption of innocence axioms, blockchain-based
contracts use case and the FDA Adverse Event Reporting System.

The first use case (presumption of innocence) involves only a few rules but
demonstrates the importance of semantics and how different formalisms deal with
conflicting facts and rules, especially in the case of missing preferences between rules.
The second use case is an example of rules within a contract, and is interesting due
to including notions of permission, obligation and reparation. The third use case
involves part of the rules applied in the FDA reporting system mentioned in the
introduction. Since the number of rules and cases is big, the third use case is very
relevant to the challenges of large scale reasoning. More details on the three use
cases and example implementations in the three formalisms (ASP, defeasible logic
and argumentation) can be found in [11].

The three formalisms were selected because of their support for complex rules
involving conflicts and priorities, as is typically the case of legal reasoning, and the
availability of stable tools for reasoning. All three formalisms were expressive enough
for representing rules involved in the three use cases, but the user must be familiar
with the underlying semantics, since in some cases the rules must be modified ac-
cordingly in order to achieve the desired behaviour. But besides their differences,
the three approaches can form the basis of a large scale reasoning implementation.

1https://www.mirelproject.eu
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The advantage of ASP is its expressiveness since it offers support for disjunction,
strong negation and negation as failure and additional constructs such as aggrega-
tion functions; in contrast, argumentation has significantly restricted expressiveness.
In terms of computational complexity, defeasible logic offers reasoning with lower
complexity, in general. Overall, defeasible logic seems to provide the best trade-off
between expressiveness and complexity. ASP and argumentation do not offer out
of the box support for deontic operators. These have to be added by explicitly
including additional expressions (predicates or propositions) and rules formalising
the logical relationships between the new predicates’ various instances. The need to
include rules to simulate the underlying semantics can result in a large number of
rules, where the rules for the implementation of the logic exceed by far the rules cor-
responding to the legal document to be encoded by the rule-base. In general, most
of the additional rules are not used; this means that encoders can use their domain
knowledge and expertise to decide which rules are needed and ignored. However,
this process is time-consuming and error-prone and might make the representation
not suitable for some applications.

The most complex use case in [11], a subset of FDA Adverse Event Reporting Sys-
tem, when implemented contains approximately 100 rules for all three formalisms.
Reasoning times for three formalisms did not exceed a few seconds. This means that
reasoning is efficient for hundreds of rules, but challenges may arise for even larger
rule sets or in case reasoning results in one rule set depend on completing reasoning
on another set. One potential bottleneck identified is representation, since manual
encoding of rules and case related facts may be time consuming and may require
expertise in the formalism used for reasoning. However, recent experiments on en-
coding pieces of legislation in Defeasible Logic [42, 46] indicate that legal domain
experts can represent (large) legal documents in this logic with minimal training in
the language of defeasible deontic logic and its semantics with no previous experience
in formal logic, argumentation or logic programming.

3.2 Integration Between Legal Rules and Databases

For many applications, necessary data is stored in (relational) databases. Various
organizations may use the data from existing databases to comply with various
regulations and guidelines, take decisions and create reports based on regulations
(and other normative and legislative documents). For example, Australian financial
institutions are subject to Financial Sector (Collection of Data) Act 2001, with
regard to what (financial) information to report to the relevant regulators (e.g.,
Australian Prudential Regulator Authority); government departments and agencies
are required to comply with the Public Governance Performance and Accountability
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Act 2013 and Public Governance Performance and Accountability Rule 2014 for their
annual financial reporting. The requirements about what, when and in what forms
to comply (and related exceptions) are given in the (relevant) regulations while the
(financial and other) data is stored in the databases of the institutions that have to
generate reports about the data using legal reasoning.

Accordingly, in these scenarios, one has to perform some legal reasoning (for
example to understand what are the actual requirements that apply in a given case)
based on the information stored in enterprise databases. In fact, legal reasoning
consists of five elements which lead to a decision that can be decided as either
accepted or rejected 2. The components are: issues or cases (legal), rules, facts,
analysis and conclusion. The argument for a particular issue has to align with
the legal rule and relevant facts corresponding to the rule. Overall, the process is
analysed and apply the facts from database to the rules for generating a conclusion.
Consequently, the facts stored in the enterprise database are required to apply the
rules and perform legal reasoning.

Typically, database management systems involve a relatively small number of re-
lations or files holding a large number of records, whereas rule-based systems consist
of a large number of relationships with a small number of records [63]. Additionally,
relational databases essentially represent knowledge in a first-order logic formalism
and query languages mostly exploit first-order logic features. However, as detailed
in Section 2, first-order logic is not fully suitable to represent legal knowledge. This
means that in general, we cannot use solely database queries, but we have to in-
tegrate the information stored in a database with rule systems specialised in legal
reasoning.

A possible solution to integrating rules with databases would be to encode and
store rules in a separate application program and then align with databases. How-
ever, in this manner, it would often be difficult to adapt the program if regulations
change. Additionally, it could not be guaranteed that databases and rule-based
systems are consistently amended. Another solution would be to couple databases
with an expert system, but this would not solve the consistency problem since data
is in one system, and the rules are in another one [71]. Stonebraker suggests that
rule systems integrated into the (relational) database system could be the possi-
ble solution. In this circumstance, it is required to integrate a database to serve
legal obligations since traditional database architecture is not capable of reporting
regulatory requirements.

2https://groups.csail.mit.edu/dig/TAMI/inprogress/LegalReasoning.html
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3.3 RuleRS: A Solution to the Integration Problem

This section demonstrates RuleRS [48], a possible solution where rules and databases
are integrated. Initially, we are focusing on the mapping between the two vocabu-
laries representing rules and databases. The fundamental idea behind the mapping
is that data stored in the database correspond to facts in a defeasible theory and
these facts can be retrieved from the database using queries (SQL, JSON). Thus,
each fact corresponds to a query and a mapping is a statement that can be true or
false depending on the value of its arguments/variables.

The RuleRS design architecture, shown in Figure 1, consists of five main system
components. In particular, the key system components of RuleRS are: 1) I/O
Interface, 2) Database facts 3) Formal Rules, 4) Predicates, and 5) Rule engine
(SPINdle Reasoner). The following subsections provide a short outline of the RuleRS
internal components and their functions.

Figure 1: Rule-based Reporting System (RuleRS)

3.3.1 I/O Interface

The I/O Interface is implemented in Java to bridge RuleRS components and inter-
acting with each other. The I/O interface is used to query data predicates (SQL or
JSON files) and to generate facts and contexts in formal notation in Defeasible Logic
syntax, and the rule engine (SPINdle reasoner) receives this as a parameter. The
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I/O interface also displays the final remarks or comments for each of the incidents
and predicates.

3.3.2 Database Facts

This section describes how to obtain facts from databases. In RuleRS, facts can
be true or false for specific information from the database which is mapped with
the literals rules. We have used either SQL or JSON (JavaScript Object Notation)
syntax3 syntax (or a combination of them) to represent database facts. Each of the
facts is generated by querying the database and is sent to the reasoner for further
processing.

3.3.3 Formal Rule Base

One of the prominent features of the RuleRS system is its ability to perform rea-
soning based on legal requirements. As we alluded to in the introduction, such
regulatory requirements are represented as formal rules in Defeasible Deontic Logic
[38, 41]. To enable their use with the rule engine used by RuleRS (SPINdle, see the
next section) the rules are stored in the DFL format [51]. At this stage, the rules are
created manually and (semi-)automatically by legal knowledge engineers and stored
in a knowledge base.

3.3.4 Predicates

As specified earlier, since there is no direct correspondence between the literals en-
coding rules and the table/attributes of the database schema, we have to establish a
mapping among them to enable the integration of rules and instances in the database.
We named this mapping “predicates”. The fundamental idea behind predicates is
that data stored in the database correspond to facts in a defeasible theory and these
facts can be retrieved from the database using queries. Thus, each fact corresponds
to an SQL/JSON query and a predicate is a statement that can be true or false
depending on the value of its arguments/variables. A predicate with n arguments is
an n − ary relation mapping literals and a set of attributes. A predicate in RuleRS
corresponds to a database view, i.e.; a named query, where the name is literal to
be used by the defeasible rules. The details are the query to be run to determine
if the predicate is true or false for a given set of parameters. In case the output of
the query is not empty, the predicate is true and is passed to the defeasible theory
as fact.

3http://json.org
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In RuleRS, predicate consists of two components: (1) predicate name and (2)
predicate details. Predicate name represents the action(s), condition(s) or indis-
putable statement(s), and passed on to the rule engine, SPINdle as defeasible fact
(literal and modal literal) [37, 38, 39] or actions that have been performed. For ex-
ample, the fact “There is a risk for an incident” is represented by “riskForIncident”
and passed as “>> riskForIncident” to SPINdle if it is returned as true from the
relational database. “Predicate details” include the “incident details” and may be
stored as an SQL statement or converted to JSON to create a bridge between the
data stored in the database and the terms passed as predicates (input case) to the
rule engine. The SQL or JSON statements can be created in the initialisation of
RuleRS with all of the incidents along with all of the predicates for each of the
incidents or dynamically add it later.

Incident ID and relevant details of the incidents are also included for each of
the predicates and predicates names include relevant incident information such as
“riskForIncident.sql” (for SQL statement) or “riskForIncident.json” (for JSON State-
ment). The following snippet illustrates the SQL syntax adopted by RuleRS for the
example of the “riskForIncident” predicate:

SELECT incidentID, IncidentDetails, IncidentDetails1,
IncidentDetails2 FROM tblIncident
WHERE incidentID=’XXXXXX’

In this example, IncidentDetails , IncidentDetails1 , IncidentDetails2 are sub-
stituted for the place- holders in the “riskForIncident” predicate from relational
databases for the incidentID ’XXXXXX . Using JSON, the syntax for the “risk-
ForIncident” predicate is:

{"riskForIncident":
{ "incidentID":"XXXXXX",
"IncidentDetails":"ABC",
"IncidentDetails1":null,
"IncidentDetails2":"XYZ"}}

In the next step, the records and incidents for which there is a match in the
relational database are transformed into predicates to be used by the SPINdle rule
engine [51], and forwarded to SPINdle for further processing using the I/O interface
to make the process dynamic.
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3.3.5 The Rule Reasoner

RuleRS uses SPINdle Reasoner 4 [51], a Java-based implementation of Defeasible
Logic that computes the extension of a defeasible theory. SPINdle supports Modal
Defeasible Logic and all types of Defeasible Logic rule, such as facts, strict rules,
defeasible rules, defeaters, and superiority. In summary, SPINdle is a powerful tool
which accepts rules, facts, monotonic and non-monotonic (modal) rules for reason-
ing with inconsistent and incomplete information. In RuleRS, SPINdle Reasoner
receives the formal facts, contexts as predicates from predicate file generated for
data stored in the associated relational databases and computes definite or defeasi-
ble inferences which are then displayed by the I/O interface.

4 Challenges and Future Research Directions
A number of different challenges arise when attempting to move towards large scale
legal reasoning with rules and databases. Some of these challenges are directly
related to the integration between rules and data and are discussed in Section 4.1.
Others are linked to issues raised by large scale data and are discussed in Section 4.2.

4.1 Integration between Rules and Databases
Stonebraker [71] discusses three possible forms that bring rules with database sys-
tems:

• rule policy can be written down in a booklet and distributed to people,

• the rules can reside in an application program which accesses the databases,

• a knowledge base can reside inside the DBMS by which we can guarantee that
the data is consistent with the rules

The author expected that the last form will be the one to be adopted as a major
approach. However, we argue that the last form may work well for a single database
with small amount of rules but poses some significant challenges for large scale legal
reasoning. A number of challenges are raised when attempting to integrate rules
and databases, especially at larger scales and these are detailed next.

4SPINDle Reasoner is available to download freely from http://spin.nicta.org.au/spindle/
tools.html under LGPL license agreement (https://opensource.org/licenses/lgpl-license)
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4.1.1 Common languages

The values encoding regulation and guidelines (legal documents) and the databases
(schemas) used in conjunction with the rules are in general developed indepen-
dently and are likely to have different vocabulary. This may lead to “Tower of
Babel” issues, due to the absence of “common languages” between regulations and
databases. There is no direct correspondence between the literals used by the rules
and the table/attributes of the database schema. Accordingly, we have to estab-
lish a mapping between them to enable the integration of rules and instances in
the database. The connection between rules and databases is demonstrated by a
number of systems [48, 47, 24].

4.1.2 Integrating varieties of data sources with rule engines

Another challenge involves the integration of data coming from disparate sources
with rule engines. Each source could publish data in their own format and all of these
formats would need to be brought together to construct schema-based conditions
for rules. This is quite a cumbersome task for knowledge engineering. Furthermore,
when database schemas or rules change, schema-based indices will also be affected
due to the strong coupling.

4.1.3 Inference efficiency

In the case of defeasible deontic logic in legal domain, each condition in a rule could
be represented by a complex query that involves multiple selections, projections and
joins across multiple tables and databases. Existing schema-based index approaches
cannot address this complexity well. Furthermore, rules in the legal domain have not
only dependent relationship but also defeater relationship. Together with issues such
as reparation chain handling, they bring more dynamics during reasoning process
which places even heavier burden to inference engines.

4.1.4 Reactive inference

The existing reasoning process in systems such as RuleRS is that the inference engine
looks for rules which match facts stored in the working memory or provided by users.
One rule is selected from the “conflict set” and executed to generate a new fact. Then
the inference engine will continue the reasoning based on the new fact together with
the previous given facts. We call this as reactive inference because the inference
engine only reasons based on what is given but does not interact with databases
to seek “unknown” facts proactively. Proactive inference is critically important
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when it is highly unlikely for users to know all facts beforehand. Furthermore, the
assumption of storing facts “in memory” does not hold for large scale reasoning, as
detailed in Section 4.2.2.

4.1.5 Rules as data

Rules could be treated as data and stored in database systems, to make it easier for
the rules to be triggered and executed as and when required [59]. The main issue with
storing rules in the database is that the database is not capable of handling deontic
concepts. To correctly model the provision corresponding to prescriptive norms, we
have to supplement the language with deontic operators, and the databases are not
capable of handling these specific features.

Rules treated as data could create further challenges. Legal reasoning integrat-
ing rules and databases are not limited to any particular regulations. Hence, the
database could be aligned to one-to-many regulations, establishing n-ary relations
among these. If such rules are treated as data and stored in databases, then the task
of amending them if necessary becomes even harder, since each of the rules could
connect with another rule leading to nested and correlated queries. Such queries are
usually avoided due to their complexity 5. Query maintainability and filtering also
create further challenges.

4.2 Large-Scale Legal Reasoning
4.2.1 Representation

As discussed in Sections 2 and 3.1, there are several formalisms that can be used
for representing legal norms and facts about cases, such as answer set programming,
argumentation and defeasible logic. Although such formalisms are expressive enough
for representing legal rules and efficient reasoning mechanisms and tools exist for
them, encoding the rules may, in some cases, turn out to be a complex and time-
consuming process, since the representation of a legal document can easily require
thousand propositions and many thousand rules [42, 46].

In larger scales, the encoding process may face severe scalability issues and turn
out to be a potential bottleneck for efficient large scale reasoning. Automating
this process with the help of efficient natural language processing tools is an open
research problem; there are several examples of preliminary results in literature [25,
28, 15, 77, 55].

5http://www.sqlservice.se/sql-server-performance-death-by-correlated-subqueries/
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4.2.2 Volume

Traditional legal reasoning has been focused on storing and processing data in main
memory over a single processor. This approach is indeed applicable to small legal
documents. However, there is a limit on how many records an in-memory system
can hold. In addition, utilising a single processor can lead to excessive processing
time.

RuleRS [48] indicates that data can be processed record by record, namely query-
ing the database and performing reasoning for each record separately. Experimental
evaluation shows that this approach can evaluate each record within seconds on a
standard laptop computer. They further estimate that auditing the data collected
in the underlying database for a quarter, amounting to approximately 3 millions
records, would require an estimated time of 8 hours examining record by record
sequentially. It should be noted that these experiments followed a brute force ap-
proach. Clearly, given the fact that FAERS data that is readily available is already 10
times larger compared to the ones processed in [48], batch processing would require
processing times in the order of days processing records one-by-one sequentially,
unless there is a significant increase in available computational power. However,
standard database optimisation techniques such as query grouping, optimisation,
use of cursors, parallelising queries and reasoning and custom indexing can reduce
this time significantly [53].

A record-by-record processing approach cannot be guaranteed for any given ap-
plication. Thus, in other applications where all records need to be loaded and
processed together, main memory would be a hard constraint considering applica-
bility, when commodity hardware is used. Addressing memory constraints through
the use of specialised hardware containing terabytes of memory should be coupled
with a respective increase in the number of available processors in order to minimize
processing time.

Recent advances in mass parallelisation could potentially address the limitations
related to memory and processing time. It has been shown in literature [8, 22, 78]
that mass parallelisation can be applied to various types of reasoning. Both su-
percomputers (e.g. a single large machine with hundreds of processors and a large
shared main memory) and distributed settings (e.g. a large number of combined
commodity machines that collectively provide multiple processors and a large dis-
tributed memory) can be used in order to speed up data processing. The advantages
are twofold, since mass parallelisation: (a) could significantly reduce processing time
as multiple cores can be used simultaneously, and (b) virtually alleviates the restric-
tion on main memory as more memory can be easily added to the system.
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4.2.3 Velocity

Financial transactions could potentially require real-time monitoring of day-to-day
activity. Such functionality would depend on processing large amounts of trans-
actions within seconds. For cases where reasoning needs to take place during a
short window of time, close to the time that events take place, batch reasoning is
no longer a viable solution. A prominent challenge in this situation is the efficient
combination of streaming data with existing legal knowledge (e.g. applicable laws
and past cases), essentially updating the latter. Stream reasoning has been stud-
ied in literature [44, 73], showing that only relatively simple rules could allow high
throughput. In general, stream processing is intended for use cases where data is
processed towards a single direction. However, in stream reasoning, recursive rules
(i.e. rules that lead to inference loops) may lead to performance bottlenecks. In
addition, within such a dynamic environment, incoming data could potentially in-
validate previously asserted knowledge leading to a new set of knowledge, which
would in turn change the set of conclusions. Recent advances in stream reasoning
could provide a solution to this challenge, through systems such as ASTRO [23] and
LARS [12, 27].

4.2.4 Variety

One of the main challenges in large-scale legal reasoning could be the integration of
data coming from disparate sources. Each source could publish data in any possible
format, ranging from images of scanned pages to machine-processable files. Thus,
the first challenge is to translate all available data into machine processable data
that can be readily stored and retrieved. Once this data transformation is achieved
managing data that are stored in different formats (e.g. plain text, JSON, XML,
RDF) would complicate legal reasoning as all data would need to be translated into
a single format in order to have a uniform set of facts. Thus, in order to tackle data
variety, all available data would need to be stored in a uniform format that would
allow automated translation into facts of the chosen legal reasoning framework.

Existing work on semantic technologies can be used to address these challenges.
Through the use of upper ontologies that provide definitions for a wide range of
concepts, specialised legal ontologies such as LKIF [45] or bespoke ontologies, it can
be ensured that all available data sources related to a large scale legal reasoning
effort are eventually mapped into a unified body of knowledge.
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5 Conclusion

This chapter argued that there is scope for research in AI and law with regard to
performing effective legal reasoning when the associated knowledge and data is on
a large scale and there is also a need for integration between rules and databases.
A number of potential scenarios were discussed where this kind of reasoning would
be useful, with use cases ranging from the pharmaceutical and financial to property
development sectors.

Through a summary of state of the art and an analysis of applying rule-based
legal reasoning and integrating rules and databases in practice, it becomes evident
that current approaches are not fully equipped to handle large scale legal reasoning
with rules and databases and face several challenges.

With regard to the problem of integration between rules and databases, the
identified challenges relate to: (a) common languages; (b) integrating rule engines
with various data sources; (c) inference efficiency; (d) reactive inference; and (e)
rules as data. Additional challenges are encountered when moving towards larger
scales, dealing with: (a) representation; (b) volume; (c) velocity; and (d) variety.

It is envisioned that these challenges, among others, will drive research on le-
gal representation and reasoning in the near future, providing researchers at the
confluence of AI and law with a multitude of potential avenues of investigation. By
addressing some of these challenges, efficient, effective and successful large scale legal
reasoning with rules and databases will be achievable in the era of big data.
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Abstract

Natural Language Processing (NLP) is a branch of artificial intelligence
that study the interactions between computers and human (natural) language.
In the field of legal informatics, the focus has been centered on mining and
formalising normative information such that the legal norms extracted can be
interpreted and reasoned by machines in an automated fashion. In this article,
we focus our attention on discussing the challenges of normative mining from
a NLP perspective, and present a detailed overview of existing techniques on
semantic parsing, and their strengths and limitations on mining legal norms.

1 Introduction
Natural Language Processing (NLP) is a branch of artificial intelligence that study
the interaction between computers and human (natural) language. NLP deals with
the design, development and analysis of computational algorithms for processing
natural language, and its theoretical foundations encompasses computer science,
mathematics, and linguistics. One of goals of NLP is to provide language technology
capabilities, for example, translating between languages, extracting information from
texts, answering questions, holding a conversation, taking instructions, and so on.

Modern methods rely mostly on data-driven machine learning algorithms that
learn from examples. Other important methods for language processing are deter-
ministic models (e.g., state machines), declarative models (e.g., rule systems), logic
(e.g., predicate calculus), and probabilistic methods (e.g., weighted state machines).

Some of the characteristics of human language makes NLP particularly chal-
lenging, for instance, human language data is discrete, thus it is not possible to
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gradually approach a solution; language follows a power law distribution [85], which
means that algorithms have to deal with observations never seeing before; language
is compositional, for example, words combine to create larger units as phrases, hence
algorithms have to model implicit recursivity; and language is ambiguous, thus a
construction may have multiple interpretations [40]. Despite the difficulties of mod-
elling language, recent NLP methods has demonstrated impressive improvements in
complex task as machine translation [74] and question answering [73].

Advances on NLP research are central for modelling the problem of formalis-
ing normative information from legal documents. The ultimate goal of normative
mining is to automate the extraction and formalisation of laws and regulations in
a format that a machine can interpret and reason about. This is a complex and
challenging task as it encompasses language understanding at different processing
levels: document-collection level, document level, section level, and sentence level.
Sentence level processing is especially hard since it require semantic analysis of
complex utterances, for example, identification of predicates and their arguments in
particularly long sentences. Indeed, the process of extracting normative information
from sentences is so complex that, at the moment, it is mostly done manually.

This chapter is intended to provide a review and discussion of the problems and
plausible approaches in automating normative mining from legal documents with an
NLP perspective. The rest of the chapter is organised as follows. Section 2 discusses
the issues and problems of automatically extract the normative information from le-
gal documents. Section 3 discuss the possible approaches to normative mining, and
a literature review of the state-of-the-art approaches will be presented herein. Prob-
lems related to evaluation methodologies and benchmarking for normative mining
will be discussed in Section 4. Section 5 presents preliminary results to normative
rules extraction using relation extraction and semantic parsing models. Finally, Sec-
tion 6 present the conclusions and some of the directions for future research in this
area.

2 What are the Problems?

Algorithms developed by the NLP community has been used to model the process
of extracting normative rules from legal documents with certain success. Extracting
normative rules is difficult because it requires sentence semantic analysis, which is
one of the most challenging NLP problems. Moreover, some characteristics of legal
documents also possess additional problems for NLP methods. Legal documents
considerable differ from other documents such as news or Wikipedia articles that
are usually used in NLP research. Those differences make off-the-shelf NLP solu-
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tions sometimes hard to apply, or insufficient, or inefficient, when analysing legal
documents. In particular, legal documents have a peculiar document structure that
needs to be captured in order to properly interpret its written content. Within the
documents, sentences can be extremely long and complex, which possess important
challenges to the semantic analysis methods available. In this section, we review
some of the NLP-related challenges towards the formalisation of legal norms. In
particular, we elucidate on the following.

• Document level cross-referencing
• Ambiguity and inconsistent terminology
• Sentence semantic analysis
• Identification of normative effects

While dealing with ambiguity, inconsistent terminology and sentence semantic anal-
ysis are central problems in NLP, handling sentence complexity and cross-referencing
are particular to the legal domain. In what follows, each challenge will be described
in detail so that the landscape of the problem and situations that led to the problem
can be explored.

2.1 Document Level Cross-referencing
Typically, a legal document is structured into different chapters, articles, sections
and subsections, where each of these might contain one or several sentences or even
paragraphs. Consider the example as shown in Figure 1 illustrating the structure
of the proposed EU regulation on EU administrative law [25]. As can be seen from
the figure, the proposed regulation structure is constituted by four main chapters
with thirty different articles, which correspond to different stages of the procedure,
namely: (i) initiation of the procedure, (ii) management of the procedure, (iii) con-
clusion of the procedure, (iv) rights related to rectification and withdrawal of the
act. In addition to this, it also consists of a chapter on general provisions related to
the objective, scope and definitions (such as terms and concepts being used) of the
act; and another chapter on the general scope, such as evaluation, and when the act
enter into force, etc.

Essentially, each statement in a legal document has their own specific goals,
objectives, and scopes, which define the context under which a particular set of
statements become applicable and the (normative) effects that follow from applying
it. This modularity nature of legislation allows legal drafters to focus on a particular
aspect of legislation when drafting the document. Hence, referencing information
from one section to another within the same regulation, or to other regulations, is
not uncommon in legal documents.
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Chapter II Initiation of Administrative Procedure Chapter III Management of the Administrative
Procedure

• Article 5 Initiation of the administrative proce-
dure

• Article 6 Initiation by the Union’s administration
• Article 7 Initiation by application

• Article 8 Procedural rights
• Article 9 Duty of careful and impartial investiga-

tion
• Article 10 Duty to cooperate
• Article 11 Witnesses and experts
• Article 12 Inspections
• Article 13 Conflict of interests
• Article 14 Right to be heard
• Article 15 Right of access to the file
• Article 16 Duty to keep records
• Article 17 Time-limits

Chapter IV Conclusion of the Administrative
Procedure Chapter V Rectification and Withdrawal of Acts

• Article 18 Form of administrative acts
• Article 19 Duty to state reasons
• Article 20 Remedies
• Article 21 Notification of administrative acts

• Article 22 Correction of errors in administrative
acts

• Article 23 Rectification or withdrawal of admin-
istrative acts which adversely affect a party

• Article 24 Rectification or withdrawal of admin-
istrative acts which are beneficial to a party

• Article 25 Management of corrections of errors,
rectification and withdrawal

• Article 1 Subject matter and objective
• Article 2 Scope
• Article 3 Relationship between this regulation and other legal acts of the Union
• Article 4 Definitions

Chapter I General Provisions

Chapter VI Administrative Acts of General Scope
• Article 26 Respect for procedural rights
• Article 27 Legal basis, statement of reasons and publication
• Article 28 Online information on rules on administrative procedures
• Article 29 Evaluation
• Article 30 Entry into force

Figure 1: Structure of the proposed draft regulation from European Parliamentary
Research Service (adopted from [25]).

Technically, cross-references are explicit phrases that appear in regulations and
can be used to link regulatory requirements within and across regulations [32]. They
can help to avoid ambiguity that may occur across different sections of the docu-
ments and can help to indicate whether a sentence is an elaboration, subordinate,
or prevailing with respect to other sentences or definitions. They can also be used
to conferring a priority to reconcile potential conflicts by discarding existing goals
or substituting alternative top-level goals [55]. Hence, from NLP point of view,
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1.2 Natural ventilation – General
...

1.2.2 Natural ventilation of occupied spaces must be achieved by providing a net openable area
of windows or other openings to the outside of no less than 5% of the floor area. The
5% floor area requirement does not apply to:

a) occupied spaces in Commercial and Industrial buildings where products listed in NZBC
Clause G4.3.3 are generated (mechanical ventilation of these spaces is required), and

b) household units and accommodation units where there is only one external wall with opening
windows (refer to Paragraph 1.3 for additional requirements if natural ventilation is used).

Figure 2: Example of logical ambiguity (Sentence extracted from [56]).

identifying cross-references is an important task in normative mining as they define
the context of linguistic utterances and can help to resolve referential and lexical
ambiguity, which will be discussed below.

2.2 Ambiguity and Inconsistent Terminology

As in other language related tasks, ambiguity is one of the problems to deal with in
normative mining. We often encounter lexical ambiguity due to polysemy, syntactic
(or structural) ambiguity due to different interpretations of a sentence grammatical
structure, referential ambiguity that happens when it is not clear to what or whom
a concept refers, and logical ambiguity, which leads to different logic interpretations.

Drafters of legal documents try to avoid ambiguity and ideally, produce a docu-
ment that results in only one interpretation (e.g., avoid pronouns, avoid synonyms
to refer to the same concept, add attributes to identify parties, use punctuation
to define the scope of quantifiers, etc.). Furthermore, to avoid lexical ambiguity,
legal documents usually include a glossary, sometimes named as Definitions (see
Figure 1), which list the most important lexical items from the document and their
corresponding definitions. For example, a regulation about buildings may contained
a glossary with entries such as commercial building, industrial building, accommo-
dation units, etc. However, as natural language is used to write the legislation,
unintended ambiguities may arise. Lexical and referential ambiguities are usually
inferred from the context in which the lexical units appeared. In the case of process-
ing legal documents, in addition to the current (local) context, conditions related
to the meaning of linguistic lexical units sometimes need to be inherited from other
document sections via cross-referencing (see Section 2.1).

Logical ambiguity, on the other hand, refers to the use of natural language that
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can be mapped to different logical interpretations [13]. Consider the fragment of
legislation extracted from [56], as shown in Figure 2. Syntactically the terms com-
mercial building and industrial building in the first sub-condition (a), household
units and accommodation units in the second sub-condition (b), and the two sub-
conditions are connected using and. However, logically (or semantically), the state-
ment is in fact representing conditions to the four different types of building and
should be represented using disjunction, i.e., or, in the resulting normative rule(s)
generated.

Apart form the ambiguity problems just mentioned, the inconsistent use of ter-
minology across different documents may also affect the normative mining process
as the same entity can be expressed using different terms or the scope of the same
term has been defined differently. As mentioned in [4],

[. . . ] inconsistencies within a single directive could have significant con-
sequences for the national implementation law, instigating legal uncer-
tainty in commercial and legal practices.

Consider the case in EU as an example. Due to the divergence of languages being
used, discrepancies among language versions are capable of aggravating the adverse
consequence and may cause the same regulatory inconsistencies [4, §2.4]. Hence,
the European Commission has declared a requirement to the EU legislature to elim-
inate differences in terms and concepts that cannot be explained by differences in
the problems being addressed [4, §2.4.2.1]. Recently, [6] studied the role of EU legal
English as a lingua franca in shaping EU legal culture; while [58] studied the termi-
nological inconsistencies problem arising from term-aliasing (of the same language),
i.e., when the same entity has been referred to by multiple terms across a corpus of
documents related to a particular context, so that a better refinement, and possibly
unified, glossary of terms can be used across the set of documents.

However, as the problem of dealing with inconsistent terminology does not di-
rectly affect the normative rules generation process, it will be skipped for the rest
of the chapter.

2.3 Sentence Semantic Analysis
The automatic extraction of normative rules from sentences written in natural lan-
guage required some sort of sentence semantic analysis that produce a meaning
representation, for example, a logical statement or a deterministic rule, that is exe-
cutable by a machine. An expressive meaning representation involves many aspects
such as meaning of words, meaning associated with grammatical constructions (syn-
tax), knowledge about the discourse structure (relationship between phrases and
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Sentence Accessible showers shall have a level threshold.
Normative rule accessibleShowers(X) ⇒O haveLevelThreshold(X)

Table 1: Example of Deontic Modalities identification and attachment (obligation
(O))

sentences), common-sense knowledge about the topic of the sentence, and pragmatic
knowledge about the context where the discourse is occurring [40].

The first problem encountered here is that, currently, there is no NLP computa-
tional framework that encompasses all the above aspects of meaning representation.
The state-of-the-art semantic analysis methods produce meaning representations by
analysing the lexical and grammatical (syntactical) characteristics of language at
the sentence level [61, 79, 83, 84, 49, 68] and should be considered fairly modest in
their scope.

The second problem is that the state-of-the-art semantic analysis struggled to
capture predicates in complex sentences. Capturing sentence predicates units such
as verbs and their arguments is essential to model meaning. This is particularly chal-
lenging in legal domain because sentences from legal documents can be extremely
long and contain multiple predicates. As stated by [15], sentence length is an indica-
tion of sentence complexity. While the average number of lexical units in a sentence
written in the English Wikipedia is about nineteen [81], sentences from legal docu-
ments can have more than fifty units, as can be seen in Figure 2. Long sentences tend
to have a complex grammatical structure, usually contained several predicates and
coordinate and subordinate constructions, and are likely to be poorly analysed even
with the use of state-of-the-art syntax analysers. For example, it is well known that
automatic methods for syntax analysis straggled to capture the scope of multiple
coordinate conjunctions and antecedent of subordinate phrases [15]. Similarly, they
also straggled to capture long distance dependencies, which sometimes are essential
for capturing the scope of predicate arguments.

2.4 Identification of Normative Effects

Capturing the normative effects of legal norms is a crucial task in legal informatics.
Typically, a regulation can be seen as a set of provisions, carried by speech acts,
where a provision can assume different types as definition, obligation, sanction, com-
petence, amendments, etc. [9], that are written in a highly structured way and in
legalese. For instance, consider the fragment of regulation extracted from [57], as
shown in Table 1. While it can be consider as a part of the physical structure of a
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legislative text [28], it can also be qualified as a provision of type obligation, whose
arguments are:

Subject: Accessible showers
Predicate: shall have
Object: level threshold

As can be seen, such information affect the way that we interpret the legislation
from a semantic point of view and the (normative) effects that specify the types of
behaviour that it generated or permitted from applying those norms. Hence, it is
foreseeable that detrimental impact (such as incorrect rights, duties, or obligations)
or damaging effects may be conferred to some stakeholders if information like this
is misinterpreted or has not been detected correctly.

3 Literature Review
In this section, we examine some promising NLP avenues related to the problem of
capturing normative information from legal documents and legal statements, and
review existing approaches found in literature. We consider three related work
topics. In Section 3.1, we investigate different NLP approaches to capture sentences
semantics and discuss their strengths and weaknesses. Techniques on identifying and
resolving cross-referencing that appear among different lexical units are discussed in
Section 3.2. Section 3.3 discusses the problem of capturing normative information
from legal texts using NLP. Finally, Section 3.4 review existing approaches to deal
with the problem of extracting legal norms from legal documents.

3.1 Capturing Sentence Semantics
Traditionally, NLP methods capture semantics through syntax. These approaches
are based on the principle of compositionality [61], which follows the idea that the
meaning of a sentence can be constructed by the meaning of its parts, and on the
ordering and grouping of words and relations among words [37]. Recent data-driven
methods learn the mapping from sentences to meaning representations without using
syntax or other external knowledge. In what follows, we review some of the research
streams to address the problem of producing some sort of meaning representation:
syntax-driven semantic parsing, and neuronal generative models for semantic parsing

3.1.1 Syntax-Driven Semantic Parsing

The input of syntax-driven semantic parsers is a syntactic tree and the output is
a meaning representation, e.g., a first order logic formula or a subject-verb-object
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Syntactic Structures

Syntactic
AnalysisInputs Semantic

Analysis

Meaning Representation

Figure 3: A simple pipeline approach to semantic analysis (adopted from [40,
p. 596]).

triplet [40]. Figure 3 depicts a simple NLP pipeline approach to semantic analysis,
in which an input is first passed through a parser to derive its syntactic structure,
i.e., a syntax tree. The structure is then passed as input to a semantic analyser to
produce a meaning representation.

In the literature, there are at least, the following NLP research streams that uses
syntax as the basics for semantic analysis:

• Relation extraction
• Semantic role labelling
• Grammar-driven semantic parsing
• Data-driven semantic parsing

In what follows, we describe these research areas in more detail.

Relation Extraction refers to the extraction of relation tuples (typically binary
relations) from plain text. For instance, from the sentence “Buildings require
ventilation”, it is possible to extract the tuple as shown below:

(requirepred = buildingsarg1, ventilationarg2)

where pred stands for predicate and argi denotes the arguments of the predi-
cate and i indicates the argument order in its syntactic structure. Recent ap-
proaches to relation extraction are open to any relation, thus relations do not
have to be defined in advance and are able to model long-range dependencies,
making it possible to identify multiple relations inside a single sentence. Rela-
tion extraction can be also seen as a step towards the formulation of normative
rules. After the predicate structure of a sentence is extracted, those building
blocks still need to be instantiated in a rule format. However, a drawback of
relation extraction is that it does not capture predicate nouns and adjectives,
e.g., given the sentence A large building is any building with a net lettable
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Figure 4: Example of Semantic Role Labelling for the sentence: For the purposes of
subclause 2.4, a person is responsible for an individual if the person is a parent of
the individual.

area greater than 300m2, the relation extraction tool OpenIE [2] extracted
the following relation tuples: ‘A large building’, ‘is building with’, ‘net lettable
area greater than 300m2’, but the arguments of the predicate ‘greater than’
are not extracted. A detailed review of the current state-of-the-art on relation
extraction can be found in [66]

Semantic Role Labelling refers to the process that assigns labels to the semantic
arguments or roles of predicates in a sentence such as agent, goal, result, among
other semantic roles. This is an important step towards making sense of the
meaning of a sentence. A semantic analysis of this sort is at a lower-level of
abstraction than a syntax tree, e.g., it has more categories, thus groups fewer
clauses in each category. It can be seen as an important step towards the
extraction of normative rule since the main predicates and their arguments
are the basic building blocks of a rule. For example, the sentence “For the
purposes of subclause 2.4, a person is responsible for an individual if the person
is a parent of the individual” would need four labels such as verb, purpose,
argument(s), and adverbial, as elicited in Figure 41. The current state-of-the-
art on semantic role labeling are deep learning models that uses syntax as
[34].

Grammar-driven Semantic Parsing takes a sentence as input and output a
meaning representation. The meaning representations can be diverse, e.g., a
logical formula, a SQL query, a computer command, among others, as depicted
in Table 2. Traditional approaches relied on categorical grammars, which are
induced from data [84, 46, 45]. Another research stream has focused on the
task of automatically learning the mapping from sentences to meaning repre-
sentations based on a training set of sentences labelled with their semantics
[30, 42, 52, 21, 68, 24]. Most of these works rely on manually designed syntac-
tic and lexical features, which are usually domain and meaning representation
dependent.

1The output of semantic role labeling in Figure 4 is generated using the tool: AllenNLP (https:
//demo.allennlp.org/semantic-role-labeling) (last accessed: 16 July 2019).
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3.1.2 Neuronal Generative Models for Semantic Parsing

Inspired by recent research in machine translation [41, 74], neuronal generative mod-
els have been successfully applied to semantic parsing [21, 38, 50, 47]. These models
are learn from sentences paired with meaning representations and do not use explicit
syntactic knowledge. Indeed, the sequence-to-sequence models are able to generate
translations directly from the probability distribution of the network without any
external knowledge [41]. Thus, they do not rely on domain-dependent features and
representation-specific solutions. One of the drawbacks is that these methods are
data hungry and creating datasets for semantic parsing is not a trivial task.

The above methods captures semantic aspects from sentences, but are not design
to capture normative rules explicitly. Even thought, they can provide certain level
of automation to accomplish that task. Recent methods developed by the semantic
parsing community are especially promising for facilitating the automation of nor-
mative rules extraction. However, they require the creation and release of datasets
of sentences pairs with their corresponding normative rules.

3.2 Capturing Cross-referencing/Scope
Detection of document structure is one of the tools that can be used to determine
the context of an argument in which it becomes effective or applicable, and can be
used to enhance the quality of cross-referencing information that appear within the
same document or among different legislation.

Input Output
Computer command

if I post something on blogger
it will post it to wordpress

Blogger: Any new post =⇒ WordPress: Create a pos

SQL
How many engine types did
Val Musetti use?

SELECT COUNT Engine WHERE Driver = Val Musetti

Lambda calculus
flight from Los Angeles to
Phoenix

( lambda $0 e ( and ( flight $0 ) ( from $0 Los Angeles )
( to $0 Phoenix ) ) )

Table 2: Examples of instances from three semantic parsing data set. The Input
column refers to sentences written in natural language and the Output column refers
to their corresponding mapping into different meaning representations: computer
command, SQL, and Lambda calculus.
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As mentioned before, legislations are presented following a very strict (and for-
mal) structure. Based on this, [20] has categorized the structure of references into
four different types, namely: (i) simple references, references to other legislations
using their name, such as “Building Act”, “part 1”, or “Paragraph 1.3” (as shown
in Figure 2); (ii) complex references or multi-valued references, a reference label
that is constituted by more than one simple references, such as “article 1, section 2,
paragraph 2”; (iii) special cases, references that contain a list or an exception. For
example, a reference is made to the first item of article 1, the first item of article 2
and the first item of article 4 can can shorten to “the first item of articles 1, 2 and
4”; and (iv) complete and incomplete references, references that include complete
(or respectively, incomplete) information of a particular document. For example,
“section 1, article 1” is an incomplete references; while “section 1, article 1, Building
Act” is a complete reference.

In addition to this, based on sequence of references appear, [75] has characterized
references using the notions: mention to denote references that contain referring
texts, and antecedent to denote the text that mentions refer to, and discussed the
ways that it used in Japanese legislations.

In the past, regular expressions or context free grammar based approaches have
been proposed to address this issue [20, 64, 75] and promising results have been
reported in the literature. However, such approaches have been limited by the list
of terms and abbreviations used, and are language dependent.

Recent trends in this area have been emphasised on the use of syntactic struc-
tures of the legal texts. For instance, [71] studied the problem of extracting and
analysing semantic legal metadata (such as actor, artifact, situation, action, con-
straint, among others) using NLP-based extraction rules and proposed a conceptual
model to capture the extracted information.

Falessi et al. [26], on the other hand, conducted an empirical evaluation on ap-
plying different NLP techniques (such as algebraic model (vector space model, latent
semantic analysis, etc), term extraction, weighting schema, and similarity metric)
and models to identify equivalent requirements (or linkage) across different docu-
ments, and concluded that simple measures are more precise than complex ones.

3.3 Capturing Normative Effects and Modalities

The conventions of legalese are not always use consistently and may introduce in-
tended and unintended ambiguities that affect the performance of the automated
tools [44]. To minimize the effects of such ambiguities, normative sentences are
typically classified with the aid of some legal ontologies which explicitly specify a
conceptualization, i.e., a formal description of concepts (i.e., the set of normative
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effects in our case) either as a whole or focus on a particular aspect or activity, and
their relations. It can be used to resolve the problem of language heterogeneities (and
ambiguities) that appear in legal documents, and allow the information interchange
between different diverse information systems [31].

Based on [39], [80] proposed an approach to extract legal concepts by parsing
and extracting noun phrase in every sentence individually. [48] proposed an onto-
logical approach to categorize and extract normative requirements from regulations,
which helped knowledge engineers in rigorously identifying inconsistencies between
the model and regulation. [14, 12] proposed an upper ontology, which has two tiers,
for formalizing frames in legal provision. Deontic Concepts such as permission,
obligations, refrainments, exclusions, facts and definitions are defined in the first
tier; while the second tier describes concepts related to constituent phrases, such as
subject, acts, objects, purposes, instruments and locations. [71] used syntactic struc-
tures and hand-written rules to identify entities (agent, action, condition, exception,
among others) and linked action to a (normative/deontic) modality such as obliga-
tions, permissions, and prohibitions, and further divided constraints into conditions,
violations, and exceptions, which are relevant in legal knowledge representation.

In [78], the authors have compared legal ontologies in three different dimensions,
namely: (i) epistemological adequacy (such as epistemological clarity, epistemological
intuitiveness, epistemological relevance, epistemological completeness, and discrim-
inative power), (ii) operationality (such as encoding bias, coherence, and compu-
tationality), and (iii) reusability (such as task-and-method reusability and domain
reusability). Their results have found that different ontology authors were using
different conceptualisations of the legal domain despite their purposes were simi-
lar, and have not much agreement to what are the most important block of legal
knowledge. However, their results also showed that there are not much differences
in knowledge types distinguished but difference in priorities of these knowledge can
be found. Recently, several legal ontologies have been proposed [8, 1, 69, 36], pro-
viding a more update-to-date conceptual architecture for the development of a legal
system.

3.4 Related work

Algorithms developed by the NLP community has been used to model the process of
extracting normative information from legal texts with certain success. [76] proposed
an automated concept and norm extraction framework by exploiting the use of a
Juridical (Natural) Language Constructs (JLC) as an intermediate format between
the legal texts and a formal model. In their approach, the JLC is essentially a set of
patterns that can appear in the legal document. Legal knowledge is identified and
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constructed using noun and verb phrases patterns, that will later be transformed
into formal rules. However, the effectiveness or efficiencies of their approach is still
an unknown as no evaluation results has been reported in the paper.

Likewise, similar approaches have been used to transform legal text into an
intermediate formalism, to improve the efficiencies of the legal norms generation
process. For instance, [70, 7] used Semantics of Business Vocabulary and Rules
(SBVR) [63] — a controlled natural language, as a tool to aid the information
extraction process by clarifying ambiguities and inconsistencies that may appear in
the regulations. [43, 62] proposed to convert sentences into a logical formalism that
conform to Davidsonian Style [86], which is suitable for some languages that allow
zero-pronouns (such as Japanese). In [77], the authors proposed an approach to
translate legal texts into a formal language, such as UML, to support automatic
legislation modelling. However, information about how much their system can help
in reducing the burden of the normative information extraction process is still an
unknown issue.

Instead of using pattern matching methods based on lexico-syntactic patterns,
which are manually crafted or deduced automatically [3], [10] presented a technique
to automatically extract semantic knowledge from legal texts based on the syntactic
dependencies between terms extracted with a syntactic parser, which is also the tech-
nique used in [23] but with different kinds of information extracted. [82] proposed a
linguistic oriented rule-based approach to extract deontic rule from regulations that
build on top of General Architecture for Text Engineering (GATE) framework [18]
and found that serious issues may appear when mapping thematic roles to syntactic
position. [29], on the other hand, developed a translation systems called NL2KR to
learn the semantics of unknown words from syntactically similar words with known
meaning, which can later be translated into a variety of formal language represen-
tations. However, their evaluation was based on a few small sentences picked from
the literature, and further enhancements is needed when dealing with long and more
complicated sentences that frequently appear in legal documents.

The automated processing of extracting a certain types of information (such as
the definitions of terms, metadata of a particular version of the regulation, etc.)
is another challenging task that needs to be addressed. In the past, researchers
in knowledge representation community has proposed different schemas, such as
METALex [11], to encode legislation documents and content with annotated meta-
data in a structural and standardised format (mainly XML), which helps to improve
the efficiency of managing and processing information in legal knowledge base sys-
tems. Maxwell et al. [54], on the other hand, proposed a legal taxonomy to address
the problems, such as conflicting requirements, conflicting definition, refining an ex-
isting requirement, etc., that can appear when cross-referencing legal documents.
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1 Extracting
Requirements

A. Manually encode using LRSL
B. Automatically parse LRSL

2 Comparing
Specifications

A. Identify similar requirements
B. Measure relational dissimilarity
C. Measure phrase dissimilarity

3 Generating
Water Marks

A. Identify the union, disjoint and
minimum water marks

B. Perform post-water mark
deconfliction

Natural Language
regulations

Itemized requirements
expressed from LRSL

Reconciled multi-jurisdictional
requirements documents

Document
“R”

R

Document
“S”

S

R+S

Figure 5: Overview of regulatory water mark construction (adopted from [32])

Gordon and Breaux et al. [32] developed a legal requirements specification language
(LRSL) as a standard notation of extracted requirements and proposed a frame-
based approach called “requirements water marking” to systematically align, manu-
ally extract and reconcile cross-references from multi-jurisdictions, as illustrated in
Figure 5. Recently, LegalDocumentML [65], an OASIS standard, has been proposed
to provide a common legal document standard to exchange legislative and judicial
information between different institutions.

[9] proposed an automated framework for the semantic annotation of provisions
to ease the retrieval process of norms, from the semantic, [19] presented a tool for
extracting requirements from regulations where texts are annotated to identify frag-
ments describing normative concepts, [44] present a tool for extracting requirements
from regulations where texts are annotated to identify fragments describing nor-
mative concepts, and then a semantic model is constructed from these annotations
and transformed into a set of requirements. [71] used the syntactic structures and
hand-written rules to identify different types of entities (agent, action, condition,
exception, among others), which are relevant in legal knowledge representation and
can be useful in assisting the legal norms extraction process.

In another line of research, argumentation mining (AM) is intended to extract
arguments from generic text corpora automatically, to provide structured data for
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Argumentative
sentence
detection

Argument
component
boundary
detection

Argument
structure
prediction

Argument component detection

Raw text Annotated text

Figure 6: Argumentation Mining Pipeline architecture (adopted from [51])

computational models of argument and reasoning engines [17, 51, 60]. Most of
the AM systems developed so far implement a pipeline architecture, as depicted in
Figure 6, where a set of unstructured text are taken input and generate a set of
structured/annotation document as output, and arguments and their relations are
extracted and annotated so as to form an argument graph showing their linguistic
structure, the relationship between different arguments, and recognizing the under-
lying concepts, evidences and consequences (a.k.a. conclusions or claims in some
literature) of the legal texts.

Over the years, different techniques have been proposed to address a variety of
tasks in the AM process. Most relevant to us, among others, are approaches that
focus on the identification of argumentation structure, such as: component identifi-
cation, component classification, and structure identification [72]. For instance, [60],
classify arguments as either premises, claims, or proposes using convolution kernel
methods with domain-dependent key phrases and text statistics, and have achieved
an accuracy of 65%, which is a bit lower than [59] (73%). [16], on the other hand,
adopt the notion of textual entailment to recognize features characterizing legal ar-
guments and have applied different abstract argumentation frameworks over the set
of generated arguments to determine the set of acceptable arguments with respect
to the chosen semantics.

Legal documents considerably differ from other types of documents with respect
to structure, language, length, etc. As a result, the desired generation of formalised
legal norms may pose some significant challenges to the NLP community. In this
section, we have provided an overview of the NLP approaches that have been de-
veloped for mining normative information from legal texts. Some research has been
devoted to the task of generating legal norms from sentences in legal documents with
some success [22] but are still not yet sufficient to cater the needs in practical use.
Hence, more works need to be done to further enhance the efficiency and quality of
normative information extracted. In the following section, we are going to address
problems that may appear from evaluation and benchmarking perspectives.
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4 Evaluation and Benchmarking

Reporting meaningful evaluations is essential for comparing, replicating and bench-
marking methods, and is crucial for scientific progress and technical innovation [67].
However, evaluation and benchmarking have always been problematic in normative
mining related research due to the lack of evaluation datasets, i.e., there are no avail-
able gold-standard with text snippets written in natural language paired with their
corresponding normative rules, nor standards/tools to benchmark approaches that
have been developed. Thus, making it difficult to compare and reproduce existing
results.

In this section, we explore two fundamental questions concerning the evaluation
of normative rule extraction: what to evaluate, and how to evaluate? We will
response to each of these questions in turn and will discuss important aspects to be
taken into account to prompt method comparisons and replications.

4.1 What to Evaluate?

A fundamental question in evaluation methodology is what to evaluate. On one
hand, it is possible to intrinsically or directly evaluate a system on a set of desire
functionalities, for example, the measure to what extent the automatically generated
normative rules corresponds to correct outputs. On the other hand, it is possible
to extrinsically assess the impact of a task external to the system, for example, the
disclosure of reasoning of the generated normative rules.

NLP system are intrinsically evaluated in terms of one input, one output or
multiple outputs per input. In the case of normative rules extraction, intrinsic evalu-
ation should be done considering one input, one output, therefore avoiding multiple
competing rules that can negatively affect the reasoning process, for example, by
increasing complexity due to the number of rules.

Besides, it is also important to take into consideration the architecture of the
proposed systems. Usually, NLP systems are not monolithic, but rather a set of
modules in a processing pipeline. An advantage of implementing a system like this
is that one can artificially manipulate a component input and observe its impact to
the system’s final effectiveness, and evaluation can be done at both an individual
component level or at group level. For instance, syntax parsing heavily depends on
the quality of the POS-Tags associated with each word. Artificially corrupting the
POS-Tags can help to study the sensibility of the syntax parser to POS-Tagging
errors. This is particularly relevant when evaluating modular architectures for nor-
mative rules extraction since the quality of off-the-shelf tools, such as POS-Taggers
and syntax parsers, are seriously affected when analysing complicated sentences from
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legal documents. Interestingly, modern NLP approaches are shifting from pipeline
architectures to an end-to-end ones. Some modern NLP solutions are implemented
as end-to-end neuronal machine learning systems, such that the entire system is
trained as a whole from the processing of input text to the output predication, and
evaluation is to be done only on the final outputs.

Overall, system’s architectures play a key role in deciding what to evaluate and
should be taken into consideration when designing an evaluation methodology.

4.2 How to evaluate?

NLP systems are can be manually or automatically evaluated. Nowadays, man-
ual evaluation in NLP are not uncommon. They usually require a well designed
methodology, large investment in resources, and the results can be inconsistent and
slow. Automatic evaluation is the most popular way of evaluating NLP systems,
and they is usually designed to mimic human assessments. It require the creation
of evaluation material (or gold-standard) and its cost depends on the complexity
of the task to evaluate. It allows fast development and is cheap, in the sense that
it is possible to re-use the evaluation material multiple times and sometimes it is
possible to automate its creation process. As already mentioned, one of the main
bottlenecks for advancing research in normative rules extraction is the lack of an-
notated gold-standard material for evaluation. Creating gold-standards can be an
immense task, and its creation process needs to be scrutinised and evaluated to en-
sure certain quality. For example, it is expected that the same statement is to be
annotated and agreed by at least two independent annotators, and inter-annotator
agreement calculation, upper bounds discovery, etc., has to be done accordingly to
measure the acceptability of the proposing standard. In the following, we provide
some guidelines on creating a gold-standard for normative rules extraction.

4.2.1 How to Create a Gold-standard for Normative Rules Extraction

Having a gold-standard for normative rules extraction allows to carry-out intrin-
sic evaluations. Creating a gold-standard implies the compilation of a data set
consisting of sentences written in natural language paired with their corresponding
normative rules. With a gold-standard such as that, it is possible to perform eval-
uations in terms of one input, one output, and therefore, assess the quality of the
normative rules directly, without having to execute the reasoning process.

Creating a gold-standard is can immense task. In what follows we discussed
some important considerations to take into account when building a gold-standard
data set for normative rules extraction.
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• Agnostic to reasoning: there is no consensus about to what extent normative
rules should be formalism independent, and whether normative rules should
be agnostic to the reasoning machinery. In an ideal situation, the output of
the normative mining algorithms is agnostic to the reasoning machinery that
used them, which implies that the normative rules generated should be written
in a format that can be transformed into a formalism that can be reasoned
with at the later stage of the process.

• Annotator expertise level: the manual annotation of normative rules require
humans with experience in the areas of logic, and/or linguistics, and/or law.

• Inter-annotator agreement and upper-bound calculation: Inter-annotator
agreement is a measure of how well two (or more) annotators can make the
same annotation decision for a certain instance. Calculating inter-annotator
agreement gives an idea about the difficulty of the problem, thus how trust-
worthy is the annotation (the lower the agreement, the less trust-able the
annotation) The agreement rate can be thought of as an upper bound (human
ceiling), on accuracy of a system evaluated using the annotation.

• Gold-standard size and instance diversity: machine learning based approaches
require about 1000 instances to learn a decent performing model. Meanwhile,
other approaches might not require big gold-standard material for training,
they should use gold-standards for development and evaluation with at least
100 instances. Making a gold-standard representative of a problem is hard,
however, diversity in terms of rules complexity, regulation topics (rules from
many different, unrelated regulations), and jurisdictions are likely to make a
gold-standard more representative.

• Annotation of Deontic Modalities : it is necessary to characterise normative
rules legally by attaching Deontic modalities to them.

• Annotation guidelines: annotation guidelines are useful to document conven-
tions in annotation and should contemplate solutions for generic cases, for
example, how to annotate negation, coordinate constructions, prepositional
verbs (verbs coupled with specific prepositions e.g., correlate with), prepo-
sitional phrases as modifiers (prepositions are context dependent e.g., cor-
responds with, corresponds to) Annotation guidelines are important to help
annotators to produce consistent annotations and help users to interpret the
data correctly.
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4.3 How to Evaluate Given the Gold-standard?
Having a gold standard means there is a reference for evaluation. As mentioned,
a gold standard for normative rules consist of a set of sentences aligned with their
normative rules. During evaluation, sentences from the gold standard are input to
a computational model for rule extraction, which outputs normative rules.

Since normative rules are statements executable by a machine by a reasoning
engine, they quality of the rules directly impact the reasoning process. Therefore,
rules are either right or wrong, and there is no middle ground or partially correct
rules. Hence, the most appropriate evaluation metric to assess the correctness of the
rules is Accuracy.

Formally, accuracy is the fraction of predictions a model got right and it is defined
as follows:

Accuracy = Number of correct predictions
Total number of predictions (1)

The calculation of the predicted rules against the gold standard ones can be
done by comparing the tokens of both rules sequentially from left to right. While
the sequence of tokens is the same in both rules Accuracy is 1, otherwise is 0.

4.4 Road map for Evaluation and Benchmarking
Here we summarised key aspects towards the design of meaningful evaluations for
normative rules extraction methods, and highlight some good practises to encourage
methods comparison and facilitate replication.

Encourage one input, one output intrinsic evaluations: intrinsic eval-
uations focus on directly evaluating a desire functionality, for example, the
correctness of the a normative rule given a sentence in natural language. This
makes development more focus and faster than extrinsic evaluations, making
easier to optimise the number of correct rules, thus minimising the risk of hav-
ing multiple competing rules that can negatively affect the reasoning process.

Data sets creation: data sets creation is essential for evaluating methods
for normative rules extraction. Using crowdsourcing platforms, which offers
online workers with several levels of expertise, are probable the fasted way of
annotating large amounts of data. For example, it is possible to crowdsource
the construction of a data set of sentences paired with they corresponding
normative rules. Performing a quality control it is important when eliciting
annotations from online workers.
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Data sets partitioning: data set partitioning is fundamental for reporting
meaningful evaluations. Data sets should be partitioned into, at least, two
disjoint subsets: test set and development set, so that the data in the test
set a remain completely untouched and unseen until the system is frozen just
prior to evaluation.

Data sets sharing: data sharing provides others with access to data. It
avoids the generation of equivalent data sets, brings new perspectives from
the re-analysis of the data set, and make possible method comparison and
experiment replication.

Code sharing: code sharing provides other with access to implementation
details and code of an existing method. Code sharing under open source
licenses has become an standard good practise in computer science research.
It avoids re-implementation of existing methods, improves their understanding,
and facilitates method comparison.

5 Neuronal Semantic Parsing for Normative Rule Ex-
traction

In this section, we assess the feasibility of using neuronal semantic parsing for the
extraction of normative rules. To do so, we applied and evaluate an state-of-the-
art neuronal semantic parsing approach using a small dataset of sentences from
regulations and their corresponding representation in lambda calculus.

As discussed in Section 3, current NLP tools cannot be used to directly distil
normative rules. Nevertheless, there are some promising avenues in that direction
such as applying neuronal semantic parsing.

Semantic parsing is the task of mapping sentences in natural language to a mean-
ing representation such as a logic formula (see Section 3.1). It can be seen as an
intermediate step towards the extraction of normative rules due to its predicate-
argument structure, which can be used as building blocks for normative rules ex-
traction. Table 3 shows some example sentences written in natural language, their
correspondent logic formula in lambda calculus (we follow the notation from [46]),
and their corresponding normative rules represented using PCL [33].

We chose to evaluate neuronal semantic parsing since it does not require hand-
crafted features that usually require knowledge from domain experts in their design.
In addition, it does not use syntactic structures to represent sentences, which can
have poor quality when dealing with long sentences and domain-specific text, such as
the legal one. Finally, neural network architectures are now the dominant machine
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Example
Sentence A large building is any building with a net lettable area greater than

300 m2.
Logic formula lambda. $0 (if (A large building: $0) then (is any

building with a lettable area greater than ($0 300m2)))
Normative rule largeBuilding → greaterThan(netLettableArea, 300)
Sentence For the purposes of subclause 2.4, a person is responsible for an indi-

vidual if the person is a parent of the individual.
Logic formula lambda. $0 $1 (if (and (person:$0) (individual: $1)

(parent of ($0 $1))) then (responsible for (for purpose
of subclause 2.4 ($0 $1))))

Normative rule subclause(2.4), parentOf(A, B) ⇒O responsible(A, B)

Table 3: Examples of semantic parsing as an intermediate steps towards the gener-
ation of normative rules

learning approaches in NLP and produce the state-of-the-art results in semantic
parsing.

In our experiments, we evaluate sequence-to-sequence model with LSTM [35]
with Attention proposed by [21], as depicted in Figure 7. It consists of an encoder
and decoder with two different L-layer recurrent neural networks with LSTM units,
which recursively process tokens one by one. A sentence in natural language x is
encoded into a vector representation, and decoded into a sequence y1, . . . , y|y| that is
learned conditioned on the encoded vector p(y|x). Additionally, to integrate encoder
side information (also referred to as context vector), this approach incorporates an
Attention Mechanism [5, 53].

RNN RNN RNN RNN RNN RNN

Encoder
Vector

attention
vector

attention
vector

attention
vector

y1 y2 y3

h1 h2

x1

h3

x2 x3

Encoder

Decoder

Figure 7: Sequence-to-Sequence Model with LSTM and Attention Architecture
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GEO RegTech
Training set 600 144
Test set 280 -
Total 880 144
Avg. input length 7.3 26.75

Table 4: Data sets splits and average length of input and output sequences

Data set Example
GEO what is the capital of the state with the largest population density?

( capital:c ( argmax $1 ( state:t $1 ) ( density:i $1 ) ) )
RegTech a large building is any building with a net lettable area greater than 300

m2.
lambda. $0 (if (A large building:$0) then (is any building
with a lettable area greater than ( $0 300m2)))

Table 5: Examples of sentences written in natural language and their corresponding
meaning representation from three data sets

5.1 Data Sets for Training Semantic Parsers
The neuronal semantic models are trained using the following data sets, which cover
texts from different domains and their corresponding meaning representations is in
lambda calculus.

GEO This is a standard semantic parsing benchmark. It consist of a set of queries
to a database of U.S. geography. We used the splits provided by [21] (see Ta-
ble 4). The meaning representation of this data set is lambda-calculus. Values
for variables city, state, country, river and number are identified beforehand.

RegTech [27] This data set is developed for evaluating the performance of semantic
parsing in the legal domain. At the moment, the data set consists of 140 sen-
tences extracted from regulations from New Zealand and Australia. Following
the annotation schema of [21], sentences in the data set are paired with logical
expressions that are used to indicate the scope of the predicates and their argu-
ments. The annotations were carried out by annotators with a background in
logic. Each annotator annotated a set of 10 sentences (without overlap). Next,
two annotators reviewed the logical expressions, agreed on the best practises and
produce a consistent final version of the data set.

Information and examples of the data sets are shown in Tables 4 and 5, respectively.
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Gold-standard formulas
1. lambda $0 $1 $2 (and ((endorsing body or) (supplier of:$1)))

then (must (be replaced by ($0 $1)))
2. lambda $0 (and ((claim:$0)) (must (not (refer to

($0 prevention of (or ((disease) (disorder) (condition))))))))

Predicated formulas
1. lambda $0 $1 $2 (and (( endorsing body:$0 )

(supplier of:$1 ( food:$2)) (must ( <U> ( $0 $1 )))))
2. lambda $0 (and((claim:$0)) (must (not (refer to

($0 diagnosis of (or (( disease) (disorder) (condition))))))))

Table 6: Examples of gold-standard formulas from RegTech and their corresponding
predicted formulas generated by the semantic parsing model

5.2 Experimental Settings
Semantic parsing is evaluated on accuracy, which is defined as the proportion of the
input sentences that are correctly parsed to their gold standard logical form. All
models are trained on GPU with their default hyper-parameters.

5.3 Experimental Results
Table 7 shows the results of the semantic parsing experiments. We first verify the
ability of the method in analysing sentences of different complexity, assuming the
sentence length is an indicator of sentence complexity (the longer the sentence, the
more likely it is to contain complicated semantic structures). As already shown in
Table 5, sentences in the legal domain (for example, in RegTech) have an average
input length that is significantly higher than sentences in standard semantic parsing

seq2seq+LSTM+Attention
GEO (all) 83.57
GEO (< 10 tokens) 92.09
GEO (> 10 tokens) 68.93
GEO (140) 29.28
RegTech (140) 18.28

Table 7: Semantic parsing evaluation on test sets (short sentences contained less
than 0 tokens (< 10 tokens) and long sentences contained more than 10 tokens (>
10 tokens))
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data sets such as GEO. Since the size RegTech is small and potentially not sufficient
to properly train a semantic parser, we evaluate the parsers performance on long
sentences by splitting the GEO test set in two subsets, respectively: a set contain-
ing sentences with less than 10 tokens; and a set containing sentences with more
than 10 tokens. For comparison, we also report the evaluation results with the full
test sets: GEO (all). As expected, results shows considerable drops when parsing
long sentences, The model performance dropped about 14 points when parsing long
sentences with GEO (from 83.57 to 68.99).

As mentioned, the size of RegTech is potentially too small to train a semantic
parser. Results shows an accuracy of 18.28 for sequence-to-sequence. For compari-
son, we report results on GEO trained only with 140 sentences that were randomly
chosen. Results indicate that models trained with limited amount of data are not
able to generalise well. A qualitative error analysis performed on the output of the
semantic parsers trained with RegTech indicates that the models are able to correctly
output the structure of the logic formulas, but failed to instantiate the appropriate
vocabulary. Cf. Table 6. We attribute this limitation to the vocabulary mismatch
between the training and testing sets. The main take away from these experiments
is that current technologies for semantic parsing are data hungry, and creating data
sets for semantic parsing is not a trivial task. As mentioned before, in the GEO
data set values for in-domain variables e.g., city, airport, etc. are anonymised before
training, thus the vocabulary size is reduced, making encoding and decoding easier.
Note that variables in RegTech are not anonymised, consequently, the vocabulary
size is bigger, which impacts the generalisation power of the model. Nevertheless, we
argue that is less costly to increase the size of RegTech and train a semantic parser,
than investing in a syntax-based approach, which require to manually annotate in-
domain syntactic structures to re-train a syntax analyser and to write grammars to
distil the rules from the trees.

6 Conclusion

In this chapter, we have identified some of the problems of extracting normative rules
from legal texts from an NLP perspective. One of the main challenges is the semantic
analysis of sentences such as the identification of predicates and their arguments in
complex sentences. Other important aspects to take into account in the design and
development of methods for normative rule extraction are: cross-referencing between
document sections and document collections; the identification of normative effects
or normative modalities; and the intrinsic ambiguities that might arise as natural
language is use to write legislation and regulations.
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Despite the difficulties of extracting normative rules from text, several ap-
proaches have been developed with certain success. While syntax driven approaches
are the most popular strategy for normative rule extraction, the current limitations
of syntax parsing in the legal domain make these approaches insufficient. The most
obvious limitation of syntactic analysis is related to structural ambiguity, which oc-
curs when a parser produces a competitive analysis, hence producing more than one
possible parsed outcome to a sentence. Another limitation of the current state-of-
the-art approaches is the lack of an standard evaluation methodology. The lack of
publicly available data sets for evaluation makes model comparison and replication
not possible. We argue that to overcome the evaluation issues just mentioned and to
advance research in this area it is necessary to encourage researchers to share their
data and models.

This chapter also includes experiments on neuronal semantic parsing as an in-
termediate step towards the extraction of normative rules. In our experiments, we
have used a publicly available data set of sentences from legal documents aligned
with lambda calculus formulas, which is the only resource available for semantic
parsing in the legal domain. We believed this is an promising research avenue as
neuronal models for semantic parsing are receiving a lot of attention from the NLP
and machine learning community.

The field of NLP is moving fast, and it is a challenge for the legal informatics
community to keep up with the advances. Therefore, encouraging multi-disciplinary
teams with NLP researchers and legal informatics experts is the key to advance
research in this area.
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Abstract

Recognizing Textual Entailment (RTE) is the task of recognizing the relation
between two sentences, in order to measure whether and to what extent one
of the two is inferred from the other. It is used in many Natural Language
Processing (NLP) tasks. In the last decades, with the digitization of many
legal documents, NLP applied to the legal domain has became prominent, due
to the need of knowing which norms are complied with in case other norms
are. In this context, from a set of obligations that are known to be complied
with, RTE may be used to infer which other norms are complied with as well.
We propose a dataset, regarding cybersecurity controls, for RTE on the legal
domain. The dataset has been constructed using information available online,
provided by domain experts from NIST (https://www.nist.gov).
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1 Introduction
It is well-known that laws can be pragmatically interpreted in multiple, and often
incompatible, ways, even in the same context. Handling multiple interpretations of
legal norms is perhaps the best known problem in Legal Informatics.

On the one hand, since it is impossible to predict a priori every possible context
where the norms will be deployed, legislators tend to use vague terms that are flexible
enough to be adapted to a multitude of contexts and, within certain limits, to the
technological advancements of the society.

On the other hand, what makes legal texts so much dependent on subjective
human interpretation is that they are used in disputes that represent different in-
terests, so that the interpretation of the norms tends to be stretched depending on
the interest involved.

It is eventually up to judges and other appointed authorities to decide the in-
terpretation of norms in context. According to the seminal work in [13], legal au-
thorities expand or restrict the core of determinate meaning of norms by filling legal
gaps to connect legal requirements (formal compliance) and operational requirements
(substantive compliance), i.e., how and to what extent the legal requirements from
legislation are met in real-world scenarios.

More generally, the connection from legal to operational requirements recalls
the notion of “concept holism” (see [7, 11, 27, 3], among others): one cannot say
to have the complete meaning of a legal requirement without knowing the whole
system of constitutive rules and the web of concepts with which the meaning of that
requirement is intertwined.

In order to take decisions about the interpretation of norms, judges often con-
sult the relevant literature in the area. For this reason, other legal authorities,
standardization bodies, or associations representing categories of involved entities
produce additional documents that contain recommendations, guidelines, standards,
etc. specifying how to be compliant with the legislation in specific situations. In
many cases, this is even explicitly required by the legislation itself, as in the case of
the General Data Protection Regulation (GDPR), which requires controllers to de-
fine their own data protection policies (cf. GDPR, Artt. 13, 14, and 24(2)), invites
associations and other bodies representing categories of controllers or processors to
prepare codes of conducts (see, e.g., GDPR, Art. 40), the European Data Protection
Board has the duty to release guidelines and recommendations (see, e.g., GDPR,
Art. 70(1)(d)), etc. See discussion in [22] and [25].

Recommendations, guidelines, standards, etc. are not typically part of legisla-
tion; therefore, their adoption do not automatically provide compliance with the
regulations. However, by certifying the adoption of a standard, an organisation can
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argue in favour of its proactive attitude and best efforts to be compliant with the reg-
ulations. In other words, such certifications provide strong arguments of compliance
to be possibly used in auditing procedures or even in court.

On the other hand, since operational requirements are usually scattered around
several documents in different format released, at different times, by different as-
sociations and other bodies, with different authoritative power and reputation in a
certain domain, finding correlations between legal and operational requirements re-
quires to build, maintain, and analyze an up-to-date archive of all these documents,
which may be rather time-consuming, burdensome, and, therefore, unmanageable.

In light of this, Natural Language Processing (NLP) applications, in particular
Textual Entailment (TE) applications [16], can provide valid help in creating and
maintaining such an holistic network of legal/operational requirements, specifically
in identifying when a requirement semantically entails another one.

The main problem of TE regarding legal documents is the availability of dataset
used to train machine learning algorithms to recognize the relation expressed. The
few existing ones are generally based on case laws, as the one proposed in Compe-
tition on Legal Information Extraction/Entailment (COLIEE) Workshop1. There
is no dataset regarding standard procedures that a company has to implement to
protect their data, where the adoption of TE techniques are crucial to verify if they
have been defined.

Such procedures are generally defined by ISO2 (the International Organization
for Standardization). The standard includes 114 controls, that a company needs
to check in order to consider itself as “secure” enough from cybersecurity attacks.
In order to assess compliance with the standard, a company hires specialized audi-
tors, who, after an inspection, decides whether the company is compliant with the
standard or has to revise some of its internal business processes.

However, the ISO/IEC 27001:2013 controls, expressed in Natural Language, are
quite vague and leave plenty of room for subjective interpretations.

For this reason, several public institutions, e.g., NIST3 (National Institute of
Standards and Technology), release more context-specific standards that refine the
ISO/IEC 27001:2013. In this paper, we focus in particular on the NIST 800-53
rev.44, which implements 256 controls while specifying how they relate to the 114
controls of ISO/IEC 27001:2013 and viceversa. Specifically, it contains annexes that
explain which controls of one of the two standards are satisfied by the controls of
the other (and viceversa), in the sense that if a company implements one of the two,

1https://sites.ualberta.ca/~rabelo/COLIEE2019/
2https://www.iso.org/home.html
3https://www.nist.gov
4https://nvd.nist.gov/800-53
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then it is assumed that the company also implements the associated controls in the
other standard.

The present paper starts from the assumption that the ISO/IEC 27001:2013 and
NIST 800-53 rev.4, and, in particular, the annexes included in the latter, which
specify correspondences between the two standards, are precious raw sources for
building a dataset for RTE. The latter has been recently identified in [4] as a chal-
lenging research topic.

Note that ISO/IEC 27001:2013 and NIST 800-53 rev.4 are just the two running
examples that we will use in this paper. Many other cybersecurity standards are
available on the Web, as well as corresponding tables inter-linking their controls. In
other words, this paper has to be considered as the first step of a bigger research
project to create a dataset made of a network of inter-connected technical documents
in the cybersecurity domain. The advocated dataset, and the RTE classifiers trained,
tuned, and evaluated on it, would be a precious resource for cybersecurity auditors
and companies collaborating with them, e.g., Nomotika SRL.

In this paper, we propose:

• A dataset for RTE regarding cybersecurity. We constructed the dataset using
the correspondences between controls that we found in the ISO/IEC 27001:2013
and NIST 800-53 rev.4.

• An evaluation of several RTE classifiers on the dataset, where we conducted a three-
step evaluation. In the first step, we evaluated the dataset using cross-fold validation
to see if it could be used to train the RTE classifiers. In the second step, we trained
the classifiers using the COLIEE dataset5 for Legal Textual Entailment; the idea is to
check whether it is possible to transfer the knowledge acquired from a domain-oriented
dataset to our one. Finally, in the third step, we checked if it is possible to transfer
the knowledge acquired on our dataset to other legal ones.

The remainder of the paper is structured as follows: Section 2 describes the
construction of the dataset, reporting the number of pairs it contains, the average
length of sentences and the vocabulary size; Section 3 describes the used models and
their performance on the two datasets. Section 4 describes some related works on
legal domain and RTE. Section 5 concludes the paper.

5https://sites.ualberta.ca/~rabelo/COLIEE2019/
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2 A dataset for Recognizing Textual Entailment (RTE)
We defined a dataset for RTE in the cybersecurity domain, called cybersecurity en-
tailment. We constructed the dataset using ISO controls covered by the NIST ones6,
and the controls of the same NIST document7 covered by the ISO/IEC 27001. For
NIST and ISO documents, each <NIST control, ISO control> pair is constructed
using the table8 reported in the NIST document, and it could be seen as an entail-
ment pair. We then extended the entailment pairs with neutral ones, applying a
cartesian product between NIST and ISO controls and removing duplicated ones.
An example of positive <NIST control, ISO control> pair follows:

NIST: “The organization employs the principle of least privilege, allowing only au-
thorized accesses for users (or processes acting on behalf of users) which are
necessary to accomplish assigned tasks in accordance with organizational mis-
sions and business functions.”

ISO: “The allocation and use of privileged access rights shall be restricted and con-
trolled.”

The following one is an example of neutral <NIST control, ISO control> pair:

NIST: “The information system enforces approved authorizations for logical ac-
cess to information and system resources in accordance with applicable access
control policies.”

ISO: “Users shall ensure that unattended equipment has appropriate protection.”

We repeated the process of constructing the pairs for the controls between the
NIST document and the ISO/IEC 27001. In this case, each ISO/IEC control has a
related_to tag that expresses connections with other NIST ones, reporting their IDs.
The IDs in each tag are assigned by a domain expert. We used the tag to construct
the entailment pairs. We then extended the set with neutral pairs as for the previous
set. A <NIST control, ISO/IEC control> pair that expresses an entailment relation
follows:

sent.: The organization implements a tamper protection program for the informa-
tion system, system component, or information system service.

6https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-53r4.pdf, ap-
pendix H

7https://nvlpubs.nist.gov/nistpubs/SpecialPublications/NIST.SP.800-53r4.pdf, ap-
pendix F

8The table is created by a domain expert when the document is redacted.
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related_to: The organization protects against supply chain threats to the informa-
tion system, system component, or information system service by employing
as part of a comprehensive, defense-in-breadth information security strategy.

The following pair is an example of neutral <NIST control, ISO/IEC control> pair:

sent.: The information system maintains a separate execution domain for each ex-
ecuting process.

related_to: The information system separates user functionality (including user
interface services) from information system management functionality.

Finally, we merged the two sets of pairs to create the cybersecurity entailment
dataset. We balanced the resulting dataset in order to have the same number of
entailment and neutral pairs. An interesting fact is that the constructed dataset
does not contain contradiction pairs because a control cannot be in contraposition
with an another one.

Table 1 reports the number of pairs, the average sentence length, and the size of
unique terms. The table highlights that the vocabulary of neutral pairs is contained
in the entailment one. We also report the frequency of the Part-Of-Speech (POS)
tags in Figure 1. We used OpenNLP9 to assign the POS tags. From the image, it
is possible to see that the majority of words are nouns, followed by adjectives.

The proposed dataset is availabled at https://drive.google.com/drive/folders/
1swYciO8yOtaM1pCTS9ySEpNZ-Ac8A569?usp=sharing

# pairs avg. sentence length vocabulary size
all dataset 2898 110.0 1912
entailment 1449 115.37 1912
neutral 1449 104.59 1905

Table 1: The table reports the number of pairs, the average sentence length, and
the size of unique terms of the cybersecurity entailment dataset.

2.1 XML representation of the dataset
We stored the dataset into an XML file to simplify sharing and interoperability. We encap-
sulated each <premise, hypothesis> pair inside the pair tag. In each tag, the first element
of the pair is contained in the t tag (the premise) and the second element in the h tag (the
hypothesis). Furthermore, each pair tag has the attribute entailment which expresses the

9https://opennlp.apache.org
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Figure 1: The POS frequency of the cybersecurity entailment dataset.

relation: entailment or neutral. It also has two other attributes: id which is an identifier
of the pair, and task which is required by Excitement Open Platform (EOP) framework
[17, 21]. All those entries are contained under the tag entailment-corpus. Figure 2 depicts
an excerpt of the xml.

The main advantage of such XML structure is that it can be passed as an input to the
EOP framework (or another one for TE) in order to train a classifier.

3 Evaluation Study of the Cybersecurity Dataset
In this section, we will perform three different analysis on our dataset:

• we will evaluate whether it is possible to train a classifier for RTE in order to recognize
the entailment relation expressed in the <NIST, ISO> pair. For this evaluation, we
will perform a cross-fold validation on our dataset;

• we will evaluate whether it is possible to transfer the knowledge acquired from another
dataset to our own. In this evaluation, we would like to check the complexity of our
dataset, i.e. if the relation expressed in the pairs can be easily recognized;

• we will evaluate whether it is possible to use our dataset to recognize the TE relations
present in another dataset for legal domain, i.e. if a classifier trained on our dataset
can generalize on unseen data. For this evaluation, we will train the classifiers on the
cybersecurity entailment dataset and we will test them on the COLIEE testset.

.
We will follow RTE evaluation using accuracy measure: the ratio between the number

of test instances correctly predicted and the number of test instances.

3.1 Preprocessing of the Sentences
In order to train the classifiers, we have to process the dataset sentences to extract the
relevant features. The preprocessing consists of the following steps: tokenization, stopwords
removal, stemming and feature extraction.
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Figure 2: The image shows a small section of the xml.

We start by computing the Part-Of-Speech (POS) tags of the words. Those are neces-
sary to extract the features in the last step. We used OpenNLP10 to obtain the POS tags
of each word. Then, we tokenized the sentences using the NLTK11 module. We filtered the
stopwords out using the list provided by this latter framework. We also used a regular ex-
pression to remove all non-alphanumerical tokens because they are not relevant to recognize
the TE relation. Finally, we stemmed and lowercased the remaining tokens to obtain a less
diversified vocabulary.

Once the list of salient tokens is obtained through the above mentioned steps, we pro-
ceeded to extract the features for the classifiers. We first selected the POS tags corresponding

10https://opennlp.apache.org
11https://www.nltk.org
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to the remaining words; then, we computed words n-grams and POS n-grams with n com-
prises in the range [1, 5]. We used a Term Frequency - Inverse Document Frequency schema
to weight the extracted n-grams and to obtain the features.

3.2 Ablation Study
In the previous section, we said that the classifiers will use both word n-grams and POS
n-grams. In this section, we will analyze the impact of these features on the performances.
For this evaluation, we will compare the Support Vector Machine (SVM) classifier with the
Maximum Entropy (ME) of EOP framework since both generally perform well in RTE tasks.
We will use a Random classifier, which assigns the entailment relation with a probability of
0.5, as a baseline one.

We will train and test the classifiers on the cybersecurity entailment dataset to check
the impact of the features. Since we do not have a testset, we will perform a cross-fold
evaluation, with the fold number sets to 10. Each fold contains about 175 TE pairs. In
detail, we will train the classifier on 9 folds and test on the remaining one. We will repeat
this process leaving out a different fold for the test. Each classifier will be trained using the
following features:

unigram: The classifier uses only unigrams as features. We decided to use such features
as a baseline;

n-grams: The classifier uses n-grams as features, with n comprises in the range [1, 5];

n-grams + POS: The classifier uses both word n-grams and POS tag n-grams, with n
comprises in the range [1, 5].

Table 2 reports the result of this evaluation. We can see that the n-grams slightly in-
creased the accuracy of both classifiers. The accuracy is further increased with the adoption
of the POS n-grams. It is interesting to notice that the n-grams had a major impact on the
ME classifier than on the SVM one.

Model Accuracy
SVM + unigrams 82.12%

+ n-grams 82.58%
+ n-grams + POS 83.06%

ME + unigrams 82.04%
+ n-grams 82.75%
+ n-grams + POS 83.10%

Table 2: The table reports the accuracy of ME and SVM classifiers with the different
features.
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3.3 Evaluation
In this section, we will evaluate several classifiers to check which one performs better in
recognizing the expressed TE relation. The proposed classifiers are:

Random: it assigns a label randomly to each pair in the cybersecurity entailment dataset,
which has a fixed accuracy of 50%. We used this classifier as baseline;

SVM: a Support Vector Machine that uses the extracted features (word and POS n-grams)
to classify the pairs;

NB: a Naive Bayes classifier that uses the same features of SVM;
RF: since each pair of premise and hypothesis could contain specific words or POS tags

that bring the entailment or neutral relation out, we decided to use a Random Forest
classifier to capture them. The Random Forest creates a decision tree in which each
branch contains word and POS n-grams features useful to distinguish the relation;

ME: a Maximum Entropy classifier with word and POS n-grams features. We used the
implementation provided by the EOP framework since it contains state-of-the-art
methods and classifiers for the TE task;

ME+WN+VO: it extends the features of the previous Maximum Entropy classifier with
Wordnet [18] synsets (WN) and Verb Ocean [10] (VO) classes, i.e. a semantic network
for verbs. VO reports for each verb: (1) the semantic relation with other verbs (e.g.,
to make and to create have a similarity relation), (2) if the verb is transitive and (3) if
it is symmetric. Those features are used to handle possible periphrases and synonyms
in the pairs. As for ME, we used the implementation provided by the EOP framework.

For the SVM, Naive Bayes and Random Forest classifiers, we used their implementation
provided by the scikit-learn framework12.

For the first evaluation, we decided to check if it is possible to train a classifier on the
cybersecurity entailment dataset and generalize on similar data. Since we do not have a
testset, we used the cross-fold validation. We divided the dataset in 10-fold, training the
classifiers on nine folds and testing on the remaining one. Table 3 reports the results of this
evaluation.

From the table, we can see that the SVM, the ME and the ME+WN+VO classifiers are
able to recognize the relations expressed in those pairs, obtaining outstanding results. We
can also notice that both the ME classifiers obtained an accuracy higher than the SVM,
about 0.04 percentage points; since such difference is not significant, it is possible to use
either the SVM or the ME. Both ME and ME+WN+VO classifiers have the same accuracy,
meaning that the addition of WordNet synsets and Verb Ocean classes to the features is not
relevant to recognize the TE relation.

We analyzed the errors made by SVM and ME classifiers. We found that they tend to
mistake a neutral relation for an entailment one when both the premise and the hypothesis
regard different topics of the same argument (e.g., auditing records storage vs. auditing
events). An example of missclassified pair follows:

12https://scikit-learn.org/stable/
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Classifier Avg. Accuracy
Random 50%
SVM 83.06%
NB 82.90%
RF 79.42%
ME 83.10%

ME+WN+VO 83.10%

Table 3: The table reports the average accuracy for the cross-fold evaluation.

NIST: “The organization: Schedules, performs, documents, and reviews records of mainte-
nance and repairs on information system components in accordance with manufacturer
or vendor specifications and/or organizational requirements; Approves and monitors
all maintenance activities, whether performed on site or remotely and whether the
equipment is serviced on site or removed to another location; Requires that [Assign-
ment: organization-defined personnel or roles] explicitly approve the removal of the
information system or system components from organizational facilities for off-site
maintenance or repairs; Sanitizes equipment to remove all information from associ-
ated media prior to removal from organizational facilities for off-site maintenance or
repairs; Checks all potentially impacted security controls to verify that the controls
are still functioning properly following maintenance or repair actions; and Includes
[Assignment: organization-defined maintenance-related information] in organizational
maintenance records. ”

ISO: “The organization: Documents and monitors individual information system security
training activities including basic security awareness training and specific informa-
tion system security training; and Retains individual training records for [Assignment:
organization-defined time period]. ”

In the proposed example, both the controls regard the information system, but they are not
related to the same topic. The NIST one describes that the organization should maintain
documents regarding maintenance activities and changes to the information systems, while
the ISO one regards the training activities on the information systems.

We conducted a second evaluation to see whether it is possible to train the classifiers
on a dataset, and use such acquired knowledge to recognize the relation expressed in our
own one. In other words, we would like to verify if it is possible to generalize on our TE
pairs. For this evaluation, we trained the classifiers using the legal textual entailment dataset
proposed in COLIEE 201913 task 2. The dataset is composed of 362 pairs, divided into 182
pairs that express an entailment relation and 182 that express a contradiction one. Since
this dataset does not present any neutral relation, we treated the neutral pairs of our dataset
as negative ones to perform a proper evaluation. We applied the same preprocessing phase

13https://sites.ualberta.ca/~rabelo/COLIEE2019/
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to the COLIEE trainset. Table 4 reports the results of this second evaluation. From the
table, we can notice that only the SVM classifier slightly surpassed the Random one. Those
results highlight the fact that our cybersecurity dataset contains complex pairs, making hard
to generalize from a legal TE dataset to our one.

Classifier Accuracy
Random 50%
SVM 50.48%
NB 49.44%
RF 48.86%
ME 50%

ME+WN+VO 50%

Table 4: The table reports the results obtained training the classifier on COLIEE
dataset and testing on our one.

Finally, we conducted a third evaluation to see whether it is possible to transfer the
knowledge that the classifier acquired from our dataset to other legal-based ones. For this
experiment, we decided to evaluate the classifiers on the COLIEE testset. For a completed
evaluation, we also reported the accuracy of the classifiers when they are trained and tested
on only the COLIEE one. We expect that the accuracy will be high in this latter case,
surpassing certainly the random classifier, while being lower for the generalization from the
cybersecurity entailment dataset to the COLIEE one. Table 5 reports the results of this last
evaluation.

Trainset Classifier Accuracy
- Random 50%

SVM 71.11%
NB 64.44%

COLIEE RF 67.80%
ME 71.20%
ME+WN+VO 71.06%
SVM 45.55%
NB 46.70%

Cybersecurity RF 47.00%
ME 47.00%
ME+WN+VO 47.00%

Table 5: The table reports the results obtained training the classifier on COLIEE
dataset and testing on our one.

986



Textual Entailment for Cybersecurity

As we expected, the accuracy of the classifiers trained and tested on COLIEE dataset
surpassed the Random one. However, if we train them on our dataset, we obtain very poor
performances; in this latter case, the classifiers have a lower accuracy, meaning that they
found difficult to generalize on unseen data. Those results confirm again that our dataset
contains more complex and semantic distant pairs than the COLIEE ones.

This could be verified computing the cosine distance between premise (or hypothesis)
sentences of our dataset with the ones of COLIEE. More in detail, we calculated the average
cosine distance between the premise (or hypothesis) sentences of the cybersecurity entailment
dataset and the COLIEE ones. Table 6 reports the cosine distance for both the premise and
hypothesis. From the table, it is possible to see that the two datasets do not have neither a
jargon nor a syntactic structure in common.

Pairs Cosine Distance
Premise 0.97

Hypothesis 0.95

Table 6: This table shows the cosine distance between the Cybersecurity dataset
and the COLIEE one.

We report a distant pair for both the Premise and the Hypothesis. Table 7 shows a
Premise pair and its score, while Table 8 shows an Hypothesis pair.

4 Related Works
Nowadays, Recognizing Textual Entailment (RTE) is an interesting task since it predicts
the relation of two sentences. For instance, in legal domain could be used to see whether
a law has a relation (i.e., entails) another one, or in case of European Union, we can see
whether a law of a member state implements a directive of the EU (cf. [20]).

In general, research on generic RTE is conducted with the use of Neural Networks,
where one important research works is [8]. In the article, the authors proposed both a
dataset constructed through crowd-sourcing, and a Multi-Layer Perceptron (MLP) to clas-
sify the relation of a <premise, hypothesis> pair. After this article, researcher started to
experiment with deep-learning models, also re-adapting idea coming from different NLP
fields, such as Machine Translation. [26] proposed an encoder with attention for textual
entailment. First, the authors sequentially read the premise and the hypothesis tokens with
an LSTM, producing a list of encoded representation for the words. Then, they applied an
attention mechanism to understand the correlation between the premise and the hypoth-
esis words. They found that the attention mechanism is able to capture small semantic
difference (e.g., the colour) in similar sentences. Finally, [29, 12, 24] found that, for some
datasets, the hypothesis is all you need. According to them, the hypothesis contains very
salient information that can be used by a Neural Network to unravel the relation. [23] used
such models to evaluate Natural Language Inference Problems, defining several evaluation
frameworks. Other works related to the legal domain include [6, 19, 2, 1].
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Cybersecurity The organization: Establishes and makes readily avail-
able to individuals requiring access to the informa-
tion system, the rules that describe their responsibili-
ties and expected behavior with regard to information
and information system usage; Receives a signed ac-
knowledgment from such individuals, indicating that
they have read, understand, and agree to abide by the
rules of behavior, before authorizing access to infor-
mation and the information system; Reviews and up-
dates the rules of behavior [Assignment: organization-
defined frequency]; and Requires individuals who have
signed a previous version of the rules of behavior to
read and re-sign when the rules of behavior are re-
vised/updated.

COLIEE The proceeding at issue was a Motion for Summary
Judgment under the previous Rules of the Court in
regard to summary judgments. The Rules have been
amended prior to the hearing of the motion to pro-
vide for summary trials but those amendments had
no material effect on this matter.

Distance score 0.75

Table 7: The table reports a Premise sentence pair with its cosine distance score.

Cybersecurity Information security shall be addressed in project
management, regardless of the type of the project.

COLIEE Further, this Court and the Federal Court of Appeal
have both observed that a statement of claim should
only be struck in the clearest and most obvious of
cases.

Distance score 0.79

Table 8: The table reports an Hypothesis sentence pair with its cosine distance
score.

Other researchers, instead, tried to apply the Recognizing Textual Entailment task on
different domains, also starting competitions to see which models could perform well. In
the field of Legal Informatics, we can find COLIEE (Competition on Legal Information
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Extraction/Entailment)14. COLIEE started in 2014, and defined a competition every year
up to now. Each competition is composed of four tasks: two regarding information retrieval
on legal text, one regarding question answering and one regarding RTE on legal text. The
task datasets are free to access upon request. In this paper, we decided to use their dataset
for RTE in order to train our classifiers, since our dataset, to the best of our knowledge, is
the first one regarding the cybersecurity domain. In this competition, [28] proposed a Multi-
Layer Perceptron (MLP), composed of two hidden layers, with a decomposable attention
model to find relations between words pairs. In detail, they started collecting articles from
a civil code. Then, they ranked those articles according to a given query. Finally, they
paired the best article (after the ranking) with the query to construct the training dataset
for the MLP. [9] proposed a method similar to the one in [28], where they used n-grams,
extracted using lexical and morphological characteristics, to retrieve articles from the civil
code. Another one close to the work of Son et al. is [15]. In this work, the authors tried
a convolutional neural network to see whether two legal articles are related to each other
or not. Finally, [14] proposed a complex model to solve both legal information retrieval
and textual entailment for COLIEE 2016. For the former one, they proposed an ensemble
similarity method using least mean square and linear discriminant analysis. For the latter,
they applied a majority vote schema of three classifiers: a decision tree, an SVM, and a
convolutional neural network. As features for the classifiers, they used word overlap, cosine
similarity, WordNet [18] similarity score, and substring similarity.

5 Conclusion
We presented a dataset for Recognizing Textual Entailment on the legal domain. All pairs
of the dataset regard cybersecurity controls extracted from NIST, ISO and ISO/IEC 27001
documents. To the best of our knowledge, this is the first dataset for cybersecurity RTE.

We conducted three evaluations on our dataset using several classifiers. We first checked
whether it is possible to train a classifier to recognize the relations expressed in our dataset.
Since there is no testset, we used a cross-fold evaluation. We obtained an average accuracy
of about 83% for the Support Vector Machine and the Maximum Entropy classifiers. We
also reported that only word and POS tag n-grams are relevant as features to predict the
relation. This is also confirmed by the ablation study. However, the classifiers tend to
predict the wrong label when both the premise and hypothesis regard different aspects of
the same topic (e.g., information system training vs information system maintenance). To
solve this problem, we think that the classifiers require features that are able to capture the
the topics of the NIST and ISO controls. For such reason, we will adopt the Topic Model
proposed by [5].

We then performed a second evaluation, checking whether it is possible to transfer
the knowledge acquired from a legal dataset for RTE to our one. Thus, we trained the
classifiers using Task 2 dataset of COLIEE competition. We obtained an accuracy of about
50.48%, slightly surpassing the Random classifier. Such analysis showed that our dataset
contains complex pairs, for both language and content, that do not allow classifiers trained

14https://sites.ualberta.ca/~rabelo/COLIEE2019/
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on other datasets to generalize well. This has been confirmed by the third evaluation, where
we evaluated if it is possible to transfer the knowledge acquired on our dataset to other
legal ones for RTE. We decided to test the classifiers on the COLIEE testset, obtaining an
accuracy of about 47%.

Finally, we discovered that all the proposed models have an accuracy on entailment pairs
close to 100%. They however find difficult to recognize neutral pairs, obtaining an accuracy
on these pairs at most of 10%. We think that a further classification of the pairs into the
three classes entailment, neutral and contradiction will be useful to boost the performance
of the machine learning models.

In our future works, we aim at integrating and inter-linking more cybersecurity stan-
dards. Specifically, we want to create a unified inter-connected corpus of technical documents
in Natural Language for the cybersecurity domain, on which training and evaluating RTE
classifiers to be later used by auditors as well as by companies collaborating with them, such
as Nomotika SRL.
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Abstract

In order to properly model norm change in the law, temporal aspects of legal
dynamics must be considered. Since there exist several time-based features of
law that should be studied, we discuss two interesting approaches: one based
on defeasible logic and the other based on belief revision. Each of these makes
use of one of the two classic forms of reasoning about time: point-based and
interval-based. Both formalisms provide the necessary logical infrastructure to
address the characterization of complex behaviour of legal dynamics.

1 Introduction and Background
One peculiar feature of many normative systems, such as the law, is that it necessar-
ily takes the form of a dynamic normative system [24, 23]. Despite the importance of
norm-change mechanisms, the logical investigation of legal dynamics is still relatively
underdeveloped. However, recent contributions exist and this section is devoted to
a brief sketch of this rapidly evolving literature.

Alchourrón and Makinson were the first to logically study the changes of a legal
code [2, 3, 1]. The addition of a new norm n causes an enlargement of the code,
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consisting of the new norm plus all the regulations that can be derived from n. Al-
chourrón and Makinson distinguish two other types of change. When the new norm
is incoherent with the existing ones, we have an amendment of the code: in order to
coherently add the new regulation, we need to reject those norms that conflict with
n. Finally, derogation is the elimination of a norm n together with whatever part of
the legal code that implies n. Alchourrón, Gärdenfors and Makinson [4] inspired by
the works above proposed the so called general AGM framework for belief revision.
This area has been proved to be a very fertile one and the phenomenon of revision
of logical theories has been thoroughly investigated. As is well-known, the AGM
framework distinguishes three types of change operation over theories. Contraction
is an operation that removes a specified sentence φ from a given theory Γ (a logically
closed set of sentences) in such a way as Γ is set aside in favour of another theory
Γ−φ which is a subset of Γ not containing φ. Expansion operation adds a given sen-
tence φ to Γ so that the resulting theory Γ+

φ is the smallest logically closed set that
contains both Γ and φ. Revision operation adds φ to Γ but it is ensured that the
resulting theory Γ∗φ be consistent [4]. Alchourrón, Gärdenfors and Makinson argued
that, when Γ is a code of legal norms, contraction corresponds to norm derogation
(norm removal) and revision to norm amendment.

It is then natural to ask if belief revision offers a satisfactory framework for the
problem of norm revision in the law. Some of the AGM axioms seem to be rational
requirements in a legal context, whereas they have been criticised when imposed on
belief change operators. An example is the success postulate, requiring that a new
input must always be accepted in the belief set. It is reasonable to impose such a
requirement when we wish to enforce a new norm or obligation. However, it gives
rise to irrational behaviours when imposed to a belief set, as observed in [14].

The AGM operation of contraction is perhaps the most controversial one, due
to some postulates such as recovery [16, 32], and to elusive nature of legal changes
such as derogations and repeals, which are all meant to contract legal effects but
in remarkably different ways [16]. Standard AGM framework is of little help here:
it has the advantage of being very abstract—it works with theories consisting of
simple logical assertions—but precisely for this reason it is more suitable to capture
the dynamics of obligations and permissions rather than the one of legal norms.

Difficulties behind AGM have been considered and some research has been car-
ried out to reframe AGM ideas within reasonably richer rule-based logical systems
able to capture the distinction between norms and legal effects [28, 26]. However,
these attempts suffer from some drawbacks: they fail to handle reasoning on deontic
effects and are based on a very simple representation of legal systems.

In fact, it is hard in AGM to represent how the same set of legal effects can be
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contracted in many different ways, depending on how norms are changed. These
difficulties have been addressed in logical frameworks combining AGM ideas with
richer rule-based logical systems, such as standard or Defeasible Logic [26, 18] or
Input/Output Logic [8, 9, 28]. [32] suggested a different route, i.e., employing in
the law existing techniques—such as iterated belief change, two-dimensional belief
change, belief bases, and weakened contraction—that can obviate problems identified
in [16] for standard AGM.

In general, any comprehensive logical model of norm change in the law has to
take care of the following aspects:

1. the law usually regulates its own changes by setting specific norms whose pecu-
liar objective is to change the system by stating what and how other existing
norms should be modified; for instance, in most countries the Constitution
states that only the Congress have powers to lay and regulate taxes. Even
more, the Constitution states, by a norm, how to change or amend its own
body of norms.

2. since legal modifications are derived from these peculiar norms, they can be in
conflict and so are defeasible; for instance, some US states requires non-english
foreign driver licenses to be accompanied by the International Drivers Permit.
However, in 1989 US and Canada agreed to recognize each other’s licenses,
even french-written licenses. Hence, norms are contradictory regarding the
documentation that a french-canadian driver must show to authorities.

3. legal norms are qualified by temporal properties, such as the time when the
norm comes into existence and belongs to the legal system, the time when
the norm is in force, the time when the norm produces legal effects, and the
time when the normative effects hold. For instance, Belarus established that
several laws passed before 1996 ceased to be enforced in the exact moment
the President issues the new Constitution. In the United States, the 18th
Amendment prohibiting the manufacture of liquor was passed in 1919 and
repealed later in 1933. The end of this prohibition was established in turn
by another Amendment (the 21st) that also establishes that this amendment
“shall be inoperative unless it shall have been ratified (...) within seven years
from the date of the submission".

To sum up, AGM-like frameworks have the advantage of being very abstract but
work with theories consisting of simple logical assertions. For this reason, it is
perhaps suitable to capture the dynamics of obligations and permissions, not of
norms: the former ones are just possible effects of the application of norms and
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their dynamics do not necessarily require to remove or revise norms, but correspond
in most cases to instances of the notion of norm defeasibility [16].

Addressing the above aspects has triggered new research lines in recent years,
which break down in the following two approaches:

• Normative dynamics can be modelled by combining logical systems for tem-
poral and defeasible reasoning: previous works [15, 19, 16] have proposed to
combine Defeasible Logic with some basic forms of temporal logics;

• Another route is rather to enrich belief revision techniques by adding several
temporal dimensions: this has been done in works such as [29, 30].

The layout of the article is as follows. Section 2 introduces the importance of
time in legal norms and shows an example to motivate some ideas in the area of
legal dynamics. Section 3 summarizes the first approach mentioned above, in which
it is described how the Defeasible Logic was extended with temporal parameters
to allow for reasoning about the times specified inside norms, and it is described
how consider a legal system as a time-series of its versions, where each version is
obtained from previous versions by some norm changes. Section 4 summarizes the
second approach mentioned above, in which it is proposed a belief revision operator
that considers time interval in the revision process. Finally, in Section 5 conclusions
are offered and ideas for future work are given.

2 Preamble: Why Does Time Matter?
Legal norms are qualified by temporal properties, such as the time when the norm
comes into existence and belongs to the legal system or the time when the norm is
in force. Suppose that a municipality establishes that all taxis licensed since 2015
must be all-yellow, and a couple of years later the city adds a new rule establishing
that all taxis with license starting in 2018 must be all-black. Hence, the yellow-taxi
rule only applies for passenger cars with a valid license from 2015 to 2017. However,
this is true only years later, after the introduction of the black-taxi rule.

Since all these properties can be relevant when legal systems change, [17] argued
that failing to consider the temporal aspects of legal dynamics poses a serious limit
to correctly model norm change in the law.

2.1 The Problem and a Motivating Example
As we have briefly mentioned above, belief revision, and specifically the AGM
paradigm, has been advocated to be an elegant and abstract model for legal change.
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Its has been, however, argued that standard belief techniques do not capture the
following aspects of the law [17]:

1. the law regulates its own changes by issuing norms stating what and how other
norms should be modified;

2. legal modifications can be in conflict and so are defeasible;

3. legal norms are qualified by temporal properties, e.g. the time when the norm
is in force.

The general temporal model, as proposed in [17] assumes that all legal norms
are qualified by different temporal parameters:

• the time when the norm comes into existence and belongs to the legal system,

• the time when the norm is in force,

• the time when the norm produces legal effects (it is applicable), and

• the time when the normative effects (conclusions) hold.

Indeed, it is common legislative practice that, once a legal provision is enacted
(for example, the Italian 2018 budget law was enacted on 23 December 2017), its
force can for instance be postponed to a subsequent time (for example, the Italian
2018 budget law was in force since 1 January 2018). Similarly, a part of a certain
provision, which is in force since a certain time t, can be effective (i.e., can be
applied) since a different time t′ (for example, the Italian 2018 budget law, which
was in force since 1 January 2018, at art. 1, par. 253 states that par. 252 will
be applicable since 1 January 2019), or any provision can produce effects that hold
retroactively (for example, art. 1 of Italian 2018 budget law, par. 629, states that
certain tax effects cover cases since December 2017).

In [30], for example, the authors concentrate on issue 3 in the list above, i.e.,
how to integrate belief revision with time in the law. As regards issue 2, in that
article, the authors do not work directly on rule-based defeasible reasoning, but they
define a revision operator that may remove rules when needed or adapt intervals of
time when contradictory norms are introduced in the system: for instance, if n is
effective from 2001 to 2008 and a contradictory norm n′ is added at 2006, we know
that n is still effective from 2001 to 2005.

Let us now present a concrete example that serves to motivate the main ideas
proposed in [30], an approach that we will recall in Section 4. It involves information
and rules referring to intervals of time in which some taxes applies.
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Example 1. Consider the following pieces of information regarding a legislative
attempt to ease tax pressure for people that have been unemployed.

(a) A citizen was unemployed from 1980 to 1985.

(b) If unemployed from 1980 to 1983, then a tax exemption applies from 1984 to
1986, in order to increase individual savings.

(c) New authorities in government revoke tax exemption for years 1985 and 1986.

(d) Tax exemption reinstated for the year 1985 due to agreements with labor unions.

However, later on the legislator approved a new provision establishing that finally
there is no tax-exemption for all citizens for the years 1985 and 1986.

Here some rules are produced and, as it happens in legislative bodies, norms
change later according to the political and economical context. Rule (a) provides
time-bounded information: only between 1980 and 1985 the status of being unem-
ployed holds for a given citizen. Rule (b) states that if some property (unemployed)
holds between 1980 and 1983, then other property (tax exemption) holds between
1984 and 1986. Rule (c) establishes that this is no longer valid for a certain interval
of time. This means that, from now on, rule (b) of tax exemption should not be
applied in its original text. In other words, the intervals of rule (b) are revised ac-
cording to new political positions. Finally, rules are revised again as a consequence
of labor unions, only to be revoked later. In this example the general rule of tax-
exemption is revised several times. This revision is actually about the moments in
which this benefit can be applied. In fact, rule (c) solely demands a revision of the
interval for tax exemption. Hence, it cannot be the case that there is a rule in the
normative system that entails a tax exemption for 1985 and 1986. From (c) and (b),
it can be concluded that the benefit is only applied to 1984. Therefore, (b) should
be not used anymore and a new rule for 1984 should be introduced.

3 Defeasible Logic with Time for Modelling Legal Dy-
namics

Before illustrating in Section 4 how belief revision can be integrated by temporal
reasoning, we recall in this section the other approach that we mentioned in the
introduction.

In [15, 19, 16] Defeasible Logic was extended with temporal parameters. In
particular the authors temporalised propositional Defeasible Logic. This means that
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a temporal parameter is attached to the atomic elements of the logic, i.e., to the
atomic propositions. For the logic it is assumed a discrete totally ordered set of
instants of time T = {t0, t1, t2, . . . }. Based on this we can introduce the notion of
temporalised literals. Thus if l is a plain literal, i.e., l ∈ PlainLit, and t ∈ T then lt
is a temporalised literals. The intuitive interpretation of lt is that l is true (or holds)
at time t. Lit denotes the set of temporalised literals. Finally, given a time instant
t and y ∈ {pers, tran} we call the combination of (t, y) duration specification, and
literals labelled with a duration specification are called duration literals. The labels
pers and tran denotes the quality of being transient or persistent. A duration literal
has the form l(t,y). We denote the set of duration literals DurLit. The reasoning
mechanism occurs on a set of rules, which are supposed to represent legal rules. The
signature of rules is

Rule : 2Lit ×DurLit (1)
this means that a rule has the following form

r : at11 , . . . , atnn ↪→ c(t,y) (2)

where y ∈ {tran, pers} and hence the conclusion of the rule may be transient or
persistent.

The idea behind the distinction between a transient and persistent conclusion is
whether the conclusion is guaranteed to hold for a single instant or it continues to
hold until it is terminated. This is particular relevant for legal rules, since their con-
clusions are for example obligations (or, in general deontic effects), and obligations,
once triggered, remain in force until they are complied with, violated, or explicitly
terminated. Accordingly we can use the duration specification (t, tran) to indicate
that an obligation is in force at a specific time t, and must be fulfilled at that time,
while the duration specification (t, pers) establishes that a legal effect enters in force
at time t.

The inference mechanism extends that of Defeasible Logic taking into account
the temporal and durations specification. As in article [6], we equate arguments
with rules, thus this is the same as saying that there is a (defeasible) rule such that
all the elements in its antecedent are provable and the conclusion is p(t′,y). To assert
that p holds at time t we have the following steps:

1. Give an argument for p at time t′;

2. Evaluate all counterarguments against it. Here, we have a few cases:

(a) If the duration specification of p is (t, tran) (t′ = t), then, the counterar-
gument must be for the same time t given that p is ensured to hold only
for t.
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(b) If the duration specification of p is (t′, pers), then t′ can precede t and
we can ‘carry’ over the conclusion from previous times. In this case, the
counterarguments we have to consider are all rules whose conclusion has
a duration specification (t′′, z) such that t′ ≤ t′′ ≤ t.

3. Rebut the counterarguments. This is the same as the corresponding step of
basic defeasible logic, the only thing to pay attention to is that when we rebut
with a stronger argument, the stronger argument should have t′′ in the duration
specification of the conclusion.

The general idea of the conditions outline above is that it is possible to assert that
something holds at time t, because it did hold at time t′, t′ < t, by persistence, but
there must be no reasons to terminate it. Thus new information defeats previous
one.

3.1 From Rules to Meta-Rules
The temporal Defeasible Logic just presented allows for reasoning about the times
specified inside norms, but it is not able to capture the natural evolution of legal
systems, where new norms are issued, and existing norms are revised or derogated.
To obviate this problem [16] proposes to consider a legal system as a time-series of
its versions, where each version is obtained from previous versions by some norm
changes, e.g., norms entering in the legal system, modification of existing norms,
repeals of existing norms, . . . . This means that we can represent a legal system LS
as a sequence

LS(t1), LS(t2), . . . , LS(tj) (3)
where each LS(ti) is the snapshot of the rules (norms) in the legal system at time
ti. Graphically it can be represented by the picture in Figure 1.

A rule is a relation between a set of premises (conditions of applicability of
the rule) and a conclusion. The admissible conclusions are either literals or rules
themselves; in addition the conclusions and the premises will be qualified with the
time when they hold. Two classes of rules can be considered: meta-rules and proper
rules. Meta-rules describe the inference mechanism of the institution on which
norms are formalised and can be used to establish conditions for the creation and
modification of other rules or norms, while proper rules correspond to norms in a
normative system. In what follows we will use Rule to denote the set of rules, and
MetaRules for the set of meta-rules, i.e., rules whose consequent is a rule.

A temporalised rule is either an expression (r : ⊥)(t,x) (the void rule) or (r : ∅)(t,x)

(the empty rule) or (r : A ↪→ B)(t,x), where r is a rule label, A is a (possibly empty)
set of temporalised literals, B is a duration literal, t ∈ T and x ∈ {tran, pers}.
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t0

t0 t0

t′ t′′ t′ t′′
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Figure 1: Legal System at t′ and t′′

We have to consider two temporal dimensions for norms in a normative system.
The first dimension is when the norm is in force in a normative system, and the
second is when the norm exists in the normative system from a certain viewpoint.
So far temporalised rules capture only one dimension, the time of force. To cover
the other dimension we introduce the notion of temporalised rule with viewpoint.
A temporalised rule with viewpoint is an expression

(r : A ↪→ B)(t,x)@(t′, y), (4)

where (r : A ↪→ B)(t,x) is a temporalised rule, t′ ∈ T and y ∈ {tran, pers}.
Finally, meta-rules are introduced, that is, rules where the conclusion is not a

simple duration literal but a temporalised rule. Thus a meta-rule is an expression

(s : A ↪→ (r : B ↪→ C)(t′,x))@(t, y), (5)

where (r : B ↪→ C)(t′,x) is a temporalised rule, r 6= s, t ∈ T and y ∈ {tran, pers}.
Notice that meta-rules carry only the viewpoint time (the validity time) but not the
“in force” time. The intuition behind this is that meta-rules yield the conditions
to modify a legal system. Thus they specify what rules (norms) are in a normative
system, at what time the rules are valid, and the content of the rules. Accordingly,
these rules must have an indication when they have been inserted in a normative
system, but then they are universal (i.e., apply to all instants) within a particular
instance of a normative system.

Every temporalised rule is identified by its rule label and its time. Formally we
can express this relationship by establishing that every rule label r is a function

r : T 7→ Rule. (6)
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Thus a temporalised rule rt returns the value/content of the rule ‘r’ at time t. This
construction allows us to uniquely identify rules by their labels1, and to replace rules
by their labels when rules occur inside other rules. In addition there is no risk that
a rule includes its label in itself. In the same way a temporalised rule is a function
from T to Rule, we will understand a temporalised rule with viewpoint as a function
with the following signature:

T 7→ (T 7→ Rule). (7)

As we have seen above a legal system LS is a sequence of versions LS(t0), LS(t1), . . . .
The temporal dimension of viewpoint corresponds to a version of the legal system,
while the temporal dimension of a temporalised rule corresponds to the time-line
inside a version. Thus the meaning of an expression rtv @tr is that we take the
value of the temporalised rule rtv in LS(tr). Accordingly, a version of LS is just a
repository (set) of norms (implemented as temporal functions).

Accordingly, given a rule r, the expression rt@t′ gives the value of the rule (set
of premises and conclusion of the rule) at time t in the repository t′. The content
of a void rule, e.g., (r : ⊥)t@t′ is ⊥, while for the empty rule the value is the empty
set. This means that the void rule has a value for the combination of the temporal
parameters, while for the empty rule, the content of the rule does not exist for
the given temporal parameters. Another way to look at the difference between the
empty rule and the void rule is to consider that a rule is a relationship between a
set of premises and a conclusion. For the void rule this relationship is between the
empty set of premises and the empty conclusion; thus the rule exists but it does not
produce any conclusion. For the empty rule, the relationship is empty, thus there is
no rule. Alternatively, we can think of the function corresponding to temporalised
rules as a partial function, and the empty rule identifies instants when the rule is
not defined.

For a transient fully temporalised literal l(t,x)@(t′, tran) the reading is that the
validity of l at t is specific to the legal system corresponding to repository associated
to t′, while l(t,x)@(t′, pers) indicates that the validity of l at t is preserved when we
move to legal systems after the legal system identified by t′. An expression r(t,tran)

sets the value of r at time t and just at that time, while r(t,pers) sets the values of r
to a particular instance for all times after t (t included).

We will often identify rules with their labels, and, when unnecessary, we will drop
the labels of rules inside meta-rules. Similarly, to simplify the presentation and when
possible, we will only include the specification whether an element is persistent or
transient only for the elements for which it is relevant for the discussion at hand.

1We do not need to impose that the function is an injective: while each label should have only
one content at any given time, we may have that different labels (rules) have the same content.
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Meta-rules describe the inference mechanism of the institution on which norms
are formalised and can be used to establish conditions for the creation and modifica-
tion of other rules or norms, while proper rules correspond to norms in a normative
system. Thus a temporalised rule rt gives the ‘content’ of the rule ‘r’ at time t; in
legal terms it tells us that norm r is in force at time t. The expression

(ptp , qtq ⇒ (ptp ⇒ s(ts,pers))(tr,pers))@(t, tran) (8)

means that, for the repository at t, if p is true at time tp and q at time tq, then
ptp ⇒ s(ts,pers) is in force from time tr onwards.

A legal system is represented by a temporalised defeasible theory, called norma-
tive theory, i.e., a structure

(F,R,Rmeta,≺) (9)

where F is a finite set of facts (i.e., fully temporalised literals), R is a finite set of
rules, Rmeta is a finite set of meta rules, and ≺, the superiority relation over rules is
formally defined as T 7→ (T 7→ Rule × Rule) accounting that we can have different
instances of the superiority relation depending on the legal systems (external time)
and the time when the rules involved in the superiority are evaluated2.

The inference mechanism with meta-rules is essentially an extension of that of
temporal defeasible logic, but it involves more steps. Rules are no longer just given,
but they can be derived from meta-rules. Thus, to prove a conclusion x the first
thing to do is to see if it is possible to derive a rule r supporting x. But we have
to derive such rule at the appropriate time. Here, we want to remember that a
rule is a function from time (validity time or version of a legal system) to time
(when a rule is in force in a version of a legal system) to the content of the rule
(relationship between a set of premises and a conclusion). The basic intuition is
that a rule corresponds to a norm, and there could be several modifications of a
norm, thus deriving a rule means to derive one of such modifications. As we shall
see in the next section a meta-rule (or more generally a set of meta-rules) can be
used to encode a modification of a norm. In general it is possible to have multiple
(conflicting) modifications of a norm. Accordingly, to derive a rule, we have to
check that there are no conflicting modifications3 or the conflicting modifications
are weaker than the current modification. The final consideration is that in this
case we have two temporal dimensions, and the persistence applies to both.

2For instance, if we have s ≺2007
Monday r and r ≺2007

Tuesday s, it means that, according to the regulation
in force in 2007, on Monday rule s is stronger than rule r, but on Tuesday r is stronger than s.

3Two meta-rules are conflicting, when the two meta-rules have the same rule as their head, but
with a different content.
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3.2 An Example: Modifications on Norm Validity and Existence –
Annulment vs. Abrogation

The expression repeal is sometimes used to generically denote the operation of norm
withdrawal. However, at least two forms of withdrawal are possible: annulment and
abrogation.

An annulment makes the target norm invalid and removes it from the legal
system. Its peculiar effect applies ex tunc: annulled norms are prevented to produce
all their legal effects, independently of when they are obtained. Annulments typically
operate when the grounds (another norm) for annulling are hierarchically higher in
the legal system than the target norm which is annulled: consider when a legislative
provision is annulled (typically by the Constitutional Court) because it violates the
constitution.

An abrogation works differently; the main point is usually that abrogations oper-
ate ex nunc and so do not cancel the effects that were obtained from the target norm
before the modification. If so, it seems that abrogations cannot operate retroactively.
In fact, if a norm n1 is abrogated in 2012, its effects are no longer obtained after
then. But, if a case should be decided at time 2013 but the facts of the case are dated
2011, n1, if applicable, will anyway produce its effects because the facts held in 2011,
when n1 was still in force (and abrogations are not retroactive). Accordingly, n1 is
still in the legal system, even though is no longer in force after 2012. Abrogations
typically operate when the grounds (another norm) for abrogating is placed at the
same level in the hierarchy of legal sources of the target norm which is abrogated:
consider when a legislative provision is abrogated by a subsequent legislative act.

Consider this case:

Example 2 (Abrogation vs Annulment). [Target of the modification]
Legislative Act n. 124, 23 July 2008
Art. 1. With the exception of the cases mentioned under the Articles 90
and 96 of the Constitution, criminal proceedings against the President
of the Republic, the President of the Senate, the President of the House
of Representatives, and the Prime Minister, are suspended for the entire
duration of tenure. [. . . ]

In case of abrogation, we could have that the legislator enacts the following pro-
vision:

[Abrogation enacted and effective at 1 January 2011] Legislative
Act n. 124, 23 July 2008 is abrogated.

In case of (judicial) annulment, we would rather have
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[Annulment enacted and effective at 1 January 2011] On account
of Art. 3 of the Constitution [. . . ] the Constitutional Court hereby de-
clares the constitutional illegitimacy of Art. 1 of the Act n. 124, 23 July
2008.

As we have recalled, the difference between the two cases is that the annulment
has retroactive effects. In particular, let us focus on the following provisions from
the Italian penal code:

Art. 157 Italian of Penal Code – Terms of statute-barred penal provi-
sions.
When the terms for statute-barred penal effects expire, the correspond-
ing crime is canceled [. . . ]
Art. 158 Italian Penal Code – Effectiveness of the terms of statute-barred
penal provisions
The effectiveness of terms of statute-barred penal provisions begins start-
ing from the time when the crime was committed.
Art. 159 Italian of Penal Code – Suspension of time limits for statute-
barred penal effects.
The terms for statute-barred penal effects [. . . ] are suspended whenever
the criminal proceedings are suspended under any legislative provisions
[. . . ]

Consider a hypothetical case where the Italian Prime Minister is accused in 2007
of accepting bribes at the beginning of 2006. Clearly, if Legislative Act n. 124 is
abrogated in 2011, since abrogation has no retroactive effects, art. 159 of Italian
Penal Code applied from 2008 to 2011, and so the counting of terms has been sus-
pended between these two years. Hence, from the perspective of 2011 (immediately
after the abrogation) the relevant time passed is two years and six months (2006,
2007, and until July 2008). Instead, if the act is annulled in 2011, more time has
passed from the perspective of 2011, because it is as if the Legislative Act n. 124
were never enacted: from 2006 until 2011.

As we can see, modeling retroactive legal modifications is far from obvious. The
logical model proposed in [16] and recalled in Section 3 offers a solution. In the next
section we will illustrate the intuition and apply to the above example of annulment
and abrogation.

3.3 Intermezzo – Temporal Dynamics and Retroactivity
As we have previously argued, if t0, t1, . . . , tj are points in time, the dynamics of
a legal system LS can be captured by a time-series LS(t0), LS(t1), . . . , LS(tj) of
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its versions. Each version of LS is like a norm repository: the passage from one
repository to another is effected by legal modifications or simply by temporal persis-
tence. This model is suitable for modeling complex modifications such as retroactive
changes, i.e., changes that affect the legal system with respect to legal effects which
were also obtained before the legal change was done.

t0

t0 t0

t′ t′′ t′ t′′

t′

LS(t′)

t′′

LS(t′′)

r at t′ r at t′′

t′′′

r

t′′′

r

Figure 2: Legal System at t′ and t′′

The dynamics of norm change and retroactivity need to fully make use of the
time-line within each version of LS (the time-line placed on top of each repository in
Figure 2). Clearly, retroactivity does not imply that we can really change the past:
this is “physically” impossible. Rather, we need to set a mechanism through which
we are able to reason on the legal system from the viewpoint of its current version
but as if it were revised in the past: when we change some LS(i) retroactively, this
does not mean that we modify some LS(k), k < i, but that we move back from the
perspective of LS(i). Hence, we can “travel” to the past along this inner time-line,
i.e., from the viewpoint of the current version of LS where we modify norms.

Figure 2 shows a case where the legal system LS and its norm r persist from time
t′ to time t′′ and can have effects immediately from t′. Now, the figure represents
the situation where r is retroactively repealed at t′′ by stating that the modifica-
tion applies from t′′′ (which is between t′ and t′′) onwards. The difference between
abrogation and annulment is illustrated in Figures 3(a) and 3(b).

3.4 Modifications on Norm Validity and Existence: Annulment vs.
Abrogation (Cont’d)

On account of our previous considerations, the cases in Example 2 can be recon-
structed as follows.
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t0

t0 t0

t′ t′′ t′ t′′

t′

LS(t′)

t′′

LS(t′′)

rtv @t′ abrog(r)ta@t′′

tv tv ta

r r
b b

(a) Abrogation. In LS(t′) rule r pro-
duces a persistent effect b. Literal b
carries over by persistence to LS(t′′)
even if r is no longer in force.

t0

t0 t0

t′ t′′ t′ t′′

t′

LS(t′)

t′′

LS(t′′)

rtv @t′ annul(r)ta@t′′

tv tv ta

r r
b

(b) Annulment. In LS(t′) rule r is ap-
plied and produces a persistent effect b.
Since r is annulled in LS(t′′), b must be
undone as well.

Figure 3: Abrogation and Annulment

Example 3 (Abrogation vs Annulment (cont’d)). First of all, for the sake of sim-
plicity let us
• only consider the case of Prime Minister (Legislative Act n. 124 mentions
other institutional roles),

• assume that the dates of enactment and effectiveness coincide and are generi-
cally 2008,

• the duration of tenure covers a time span from 2008 to 2012,
and formalize the corresponding fragment of art. 1 of Legislative Act n. 124 (23
July 2008) as follows:

L. 124 : (Crimex,Tenurex+y ⇒O Suspended(x+y,tran))(2008,pers))@(2008, pers)

The duration of tenure spanning from 2008 to 2012 is represented as follows:

r1 : (Elected2008 ⇒O Tenure(2008,pers))(2008,pers))@(2008, pers)
r2 : (Elected2008 ;O ¬Tenure2012)(2008,pers))@(2008, pers)

Arts. 157-159 of the Italian Penal Code state the following:
Art. 157 : (Crimex,Termsx+y ⇒O CrimeCancelled(x+y,pers))(z,pers))@(z, pers)

Art. 158 : (Crimex ⇒O Terms(x,pers))(z,pers))@(z, pers)
Art. 159 : (Crimex,Suspendedx+y ⇒O ¬Terms(x+y,tran))(z,pers))@(z, pers)
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As proposed by [16], the distinction between abrogation and annulment requires to
distinguish between void rules and empty rules. The content of a void rule, e.g.,
(r : ⊥)t@t′ is ⊥, while for the empty rule the value is the empty set. This means that
the void rule has value for the combination of the temporal parameters, while for the
empty rule, the content of the rule does not exist for the given temporal parameters.

Given a rule (r : A⇒ btb)tr @t, the abrogation of r at ta in repository t′ is basically
obtained by having in the theory the following meta-rule

abrr : ⇒ (r : ⊥)(ta,pers))@(t′, pers) (10)

where t′ > t. The abrogation simply terminates the applicability of the rule. More
precisely this operation sets the rule to the void rule. The rule is not removed from
the system, but it has now a form where no longer can produce effects. In the case
of the Legislative Act n. 124 (23 July 2008) we would have

abrL. 124 : ⇒ (L. 124: ⊥)(2011,pers))@(2011, pers)

Hence, we can have the following, for example

• at time x, from the viewpoint x we derive Suspendedx, 2008 ≤ x ≤ 2010;

• at time x, from the viewpoint x we show that we cannot derive Termsx, 2008 ≤
x ≤ 2010;

• at time 2011, from viewpoint 2011 we show that we cannot derive Suspended2011;

• at time 2011, from viewpoint 2011 we can derive Terms2011.

This is in contrast to what we do for annulment where the rule to be annulled
is set to the empty rule. This essentially amounts to removing the rule from the
repository. From the time of the annulment the rule has no longer any value. All
past effects are thus blocked as well.

The definition of a modification function for annulment depends on the underly-
ing variants of the logic, in particular whether conclusions persist across repositories.
Minimally, the operation requires the introduction of a meta-rule setting the rule r
to be annulled to ∅, with the time when the rule is annulled and the time when the
meta-rule is inserted in the legal system:

(annulr : ⇒ (r : ∅)(ta,pers))@(t′, pers) (11)

Hence,
(annulL. 124 : ⇒ (L. 124: ∅)(2008,pers))@(2011, pers)
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If we assume that conclusions persist over repositories we need some additional tech-
nical machinery to block pasts effects from previous repositories. In this case, since
L. 124 is modeled as a transient rule, we have basically to add a defeater like the
following4:

((annulef : ;O ¬Suspended2008)(2008,pers))@(2011, pers)

Hence, we now have, for example

• we can show that we cannot derive at x, from viewpoint 2011, Suspendedx,
2008 ≤ x;

• we can prove at x, from viewpoint 2011 Termsx, 2008 ≤ x.

As stated before, another approach to address a logical model of norm change
in the law is to enrich belief revision techniques by adding several temporal dimen-
sions, as done in [29, 30]. There, techniques from belief revision formalisms are
integrated with interval-based logical rules for legal systems, formalizing a revision
operator. This operator may remove rules when needed or adapt intervals of time
when contradictory norms are added in the system. This is discussed in the following
section.

4 Temporalising Belief Revision for the Law
Example 1 involves information and rules referring to intervals of time in which
some taxes applies. Cases like this, need to go beyond AGM machinery. Some
research has been carried out to reframe AGM ideas, some of these, within richer
rule-based logical systems [28, 26], and other, have aimed to study belief revision
for situations in which nonmonotonic reasoning is addressed [33, 25]. However, also
these attempts suffer from some drawbacks of standard AGM, among them the fact
that the proposed frameworks fail to handle the temporal aspects of norm change.

Unlike rich but complex frameworks such as the one of [17]—which we have
recalled in Section 3—we claim that belief revision techniques—which are based on
an abstract and elegant machinery—can be reconciled with the need to consider
several temporal patterns of legal reasoning. In [30] the authors are thus interested
in the formalization of a belief revision operator applied to an epistemic model that
considers rules and time. They enrich a simple logic language with an interval-based
model of time, to represent temporal dimensions such as the effectiveness of norms,

4The general procedure to block conclusions when conclusions persist over repositories can be
very complex: for all details, see [16].

1009



Tamargo et al.

i.e., when norms are applicable. There, the revision operator may remove rules when
needed or adapt intervals of time when newer, contradictory norms are introduced in
the system. In particular, the idea is the formalization of a belief revision operator
that can address the evaluation of timed rules representing legal norms. Technical
aspects of temporalised knowledge are considered in the following sections.

4.1 Legal System as Temporalised Belief Base

The problem of representing temporal knowledge and temporal reasoning arises in
many disciplines, including Artificial Intelligence. A usual way to do this is to
determine a primitive to represent time, and its corresponding metric relations.
There are in the literature two traditional approaches to reasoning with and about
time: a point based approach, as in [17], and an interval based approach as in
[5, 12]. In the first case, the emphasis is put on instants of time (e.g., timestamps)
and a relation of precedence among them. In the second case, time is represented
as continuous sets of instants in which something relevant occurs. These intervals
are identified by the starting and ending instants of time.

The approach introduced in [30], time intervals (like in [7, 12]) are considered.
Following the semantics of the temporalised rules proposed in [17] and explained in
Section 3 (in an adapted version), the revision operator, in essence, consists in the
handling of intervals in order to maintain the consistency.

The above-mentioned temporal machinery is able to explicitly model two tem-
poral dimensions among those mentioned above in Section 2.1, that is the time of
norm effectiveness —i.e. when a norm can produce legal effects—and the time when
the norm effects hold [17].

In [30], a propositional language L with a complete set of boolean connectives:
¬, ∧, ∨, →, ↔ is adopted and a consequence operator, denoted Cn(·), is used that
takes sets of sentences in L and produces new sets of sentences. In general, in this
article, we will write α ∈ Cn(A) as A ` α.

Note that the AGM model [4] represents epistemic states by means of belief
sets, that is, sets of sentences closed under logical consequence. Other models use
belief bases; i.e., arbitrary sets of sentences [13, 20, 31]. In [30], epistemic model is
based on an adapted version of belief bases which have additional information (time
intervals).

4.2 Time Interval

In [30] a universal finite set of time labels T = {t1, . . . , tn} strictly ordered is con-
sidered; each time label represents a unique time instant. Simplifying the notation,
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ti − 1 is the immediately previous instant to the instant ti and ti + 1 is the im-
mediately posterior instant to the instant ti. An interval is considered like a finite
ordered sequence of time labels ti, . . . , tj where i, j are natural numbers (i ≤ j) and
ti, . . . tj ∈ T denoting instances of time or timepoints. The discreteness of the flow of
time is appropriate for modelling norms dynamics since norms usually refer to time
in the spectrum of hours, days, months and years. Generally speaking, the law itself
views time as determined by discrete steps. Thus, let α ∈ L, we have expressions of
the type αinterval, where interval can be as follow:

• [ti, ti]: meaning that α holds at time ti. Following [17] α is transient (holding
at precisely one instant of time). For simplicity [ti, ti] = [ti].

• [ti,∞]: meaning that α holds from ti. Following [17] α is (indefinitely) persis-
tent from ti.

• [ti, tj ]: meaning that α holds from time ti to tj with ti < tj .

Then a set of time intervals I contains intervals as those described previously. Thus,
for simplicity, we can have expressions like αJ where J ∈ I. Intervals in I will
be denoted by uppercase Latin characters: A,B,C, . . . , Z. Then, throughout this
work αJ is a temporalised sentence meaning the sentence α has an effectiveness time
indicated by J . Then the semantics of classical propositional logic to a timed context
is preserved. A temporalised sentence α[ta,tb] is true when its non-temporalised
expression α is true in every time point t between ta and tb. In other words, α holds
at [ta, tb].

Naturally, two intervals may not be disjoint, as defined next.

Definition 1 (Contained interval). Let R,S ∈ I be two intervals. R is contained in
S, denoted R ⊆ S if and only if for all ti ∈ R it holds that ti ∈ S.

Definition 2 (Overlapped interval). Let R,S ∈ I be two intervals. R and S are
overlapped, denoted R>S if and only if there exists ti ∈ R such that ti ∈ S.

Example 4. Let R,S, V ∈ I where R = [t3, t7], S = [t4, t6] and V = [t5, t9] with
t3, t4, t5, t6, t7, t9 ∈ T. Then S ⊆ R, R>V and S>V .

4.3 Temporalised Belief Base
As rules are part of the knowledge, they are subject of temporal effectiveness too.
In this perspective, there may be expressions such as

α[ta,tb] → β[tc,td]
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meaning that the rule can derive that β holds from time tc to td if it is proved that
α holds from time ta to tb. The notion of persistence during a given interval could
be also applied to rules, although we adopt here a general approach. Note that
the above implication itself is not decorated with intervals, but α and β are. This
means that the implication always holds at [−∞,∞] and hence again the classical
semantics of first order logic is preserved. Thus, if the implication holds (since it is
not conditioned in time) and α holds at [ta, tb] then β holds at [tc, td].

Example 5. The provision from Example 1 “If unemployed from 1980 to 1983, then
a tax exemption applies from 1984 to 1986” can be formalised as follows:

Unemployed [1980,1983] → Tax_Exemption[1984,1986].

Thus, in [29], temporalised belief base which will contain temporalised sentences
(see Example 6) is defined. This base represents a legal system in which each tem-
poralised sentence defines a norm whose time interval determines the effectiveness
time.

Example 6. The set

K = {α[t1,t3], α[t4], α[t1,t4] → β[t4,t6],

β[t5,t6], β[t6,t8], β[t10], δ[t11],

δ[t11] → β[t15,t20], ω[t2,t8],

ω[t4] → β[t6,∞], ε[t1,∞]}

is a valid temporalised belief base for a legal system. Note that sentence ε is valid
(or true) from t1.

This type of belief base representation implies that a sentence can appear more
than once in a temporalised belief base, but from the point of view of the tem-
poralised sentences stored in the temporalised belief base there is no redundancy
because each temporalised sentence has different time intervals. For instance, con-
sider Example 6, where α and β appear twice, but with different intervals. Whenever
a sentence appears more than once with different intervals, just like β[t5,t6] and β[t10],
this sentence is said to be intermittent. Also note that if the intervals of a sen-
tence are overlapped or continuous through the knowledge base, like β[t5,t6], β[t6,t8]

in Example 6, the different occurrences are not collapsed into one, producing β[t5,t8].
This is for two main reasons. First, a knowledge base scanning procedure is needed
for identifying overlapped or continuous temporalised sentences, adding extra, yet
small, complexity which is not relevant for the belief revision operator discussed
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here. Second, in law this kind of reiteration of a sentence in different intervals is not
uncommon. For instance, the government may decide that there is a tax exemp-
tion during quarantine in March, and some weeks later then decide that the same
exemption also holds during April. Here there are two legal norms that conform
a continuous benefit, but with separate identities that can be revised for different
reasons. Even more, the continuity does not need to be so explicit: two different
continuous sentences like α[t1,tn], α[tn+1,tm] may be derived from different, separate
portions of the knowledge base, and even when it is clear that α holds from t1 to tm,
this wider interval will not be derived as it is. That is, as we will see below, a sen-
tence can be implicitly represented on a belief base by several different derivations
that maintain the validity of the sentence at overlapping intervals. In this case, it
could not be explicitly represented with a single sentence the validity of it at all
times.

4.4 Temporalised Derivation
Note that a norm can explicitly be in a temporalised belief base, as α[t5] ∈ K in
Example 6. However, a norm can implicitly be represented in a temporal belief
base if some conditions hold. For instance, in Example 6, norm β is implicitly
represented with ω[t2,t8], ω[t4] → β[t6,∞] due to the antecedent of the rule is held in
t4 by the temporalised sentence ω[t2,t8]. Next, the notion of temporalised derivation
for a sentence is introduced to capture this intuition. To do this, we first give a
definition of temporalised derivation in a time instant and then we give a definition
of temporalised derivation in time interval.

Definition 3 (Temporalised derivation in a time instant). Let K be a set of tem-
poralised sentences and α[ti] be a temporalised sentence. We say that α[ti] is derived
from K, denoted K `t α[ti], if and only if:

• αJ ∈ K and ti ∈ J , or

• βH → αP ∈ K and ti ∈ P and K `t β[tj ] for all tj ∈ H.

Definition 4 (Temporalised derivation in a time interval). Let K be a set of tempo-
ralised sentences and α[ti,tj ] be a temporalised sentence. We say that α[ti,tj ] is derived
from K (denoted K `t α[ti,tj ]) if and only if K `t α[tp] for all tp ∈ [ti, tj ].

Computing the temporalised derivation of a sentence through checking each in-
stant of the intervals is useful in special cases where implicit sentences need tempo-
ralised sentences with overlapped intervals as antecedents. To determine the time
interval of the implicitly derived temporal sentence, the temporal consequence will
be defined below.
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Definition 5 (Temporalised consequence). Let K be a set of temporalised sentences
and α[ti,tj ] be a temporalised sentence. We say that α[ti,tj ] is a temporalised conse-
quence of K (α[ti,tj ] ∈ Cnt(K)) if and only if K `t α[ti,tj ].

Example 7. Consider again the temporalised belief base of Example 6. Then, K `t
β[t4,∞], that is, β[t4,∞] ∈ Cnt(K); and K `t α[t1,t4], that is, α[t1,t4] ∈ Cnt(K).

Following Definition 4, notice that the interval of an implicitly derived sen-
tence will be the interval of the consequent of the rule that derives the conclusion
of the proof. For instance, suppose that K = {γ[t2,t5], γ[t3,t4] → ε[t6,t9]} then the time
interval of ε is [t6, t9]. Thus, a temporalised sentence α[ti,tj ] is valid (or true) in K
if K `t α[ti,tj ].

Thus, in [30], a contradiction arises when two complementary sentences can be
derived with time intervals overlapped. For instance, suppose K = {α[t2,t9],¬α[t1,t3]},
in this case, there exists a contradiction. However, consider K = {α[t5],¬α[t1,t3]}, in
this case, we will say that K does not have contradictions. Moreover, a temporalised
belief base is temporally consistent if the base does not have contradictions. The
temporalised belief base of Example 6 is temporally consistent.

Remark 1. If K represents a legal system then K should be temporally consistent.

4.5 Legal Belief Revision
From a rational point of view, as was mentioned in Remark 1, a legal system should
be temporally consistent, i.e., it cannot contain contradictory norms at any time.
Hence, in [30], the authors propose a prioritised legal revision operator that
allows to consistently add a temporalised sentence α[ti,tj ] to a consistent legal system
K.

This special revision operator is inspired by the rule semantics explained above
in Section 4.1 (an adapted version from the one proposed in [17]). Thus, following
the concept of temporally consistency of Subsection 4.4, the revision operator may
remove temporalised sentences or, in some cases, may only modify the intervals to
maintain consistency.

To incorporate a norm ¬βJ into a legal system, it is necessary to consider all
possible contradictions that may arise if the norm is added without checking for
consistency. For this reason, it is necessary to compute all proofs of β considering
only those temporalised sentences βP whose effectiveness time is overlapped with
the time interval J , that is, J>P . Note that it is optimal to compute all minimal
proofs of a temporal sentence considering only those in which the time interval is
overlapped with the time interval of the input sentence. Next, a set of minimal
proofs for a sentence is defined.
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Definition 6 (Minimal proof). Let K be a temporalised belief base and αJ a tem-
poralised sentence. Then, H is a minimal proof of αJ if and only if

1. H ⊆ K,

2. αP ∈ Cnt(H) with J>P , and

3. if H′ ⊂ H, then αP 6∈ Cnt(H′) with J>P .

Given a temporalised sentence αJ , the function Π(αJ ,K) returns the set of all the
minimal proofs for αJ from K.

Remark 2. Each set of Π(αJ ,K) derives α in at least one time instant of J .

Example 8. Consider the temporalised belief base of Example 6. Then Π(β[t5,t6],K)
= {H1,H2,H3,H4} where:

• H1 = {α[t1,t3], α[t4], α[t1,t4] → β[t4,t6]},

• H2 = {β[t5,t6]},

• H3 = {β[t6,t8]},

• H4 = {ω[t2,t8], ω[t4] → β[t6,∞]}

Note that H1 is minimal: α should be derived from t1 to t4 to use the rule α[t1,t4] →
β[t4,t6] hence, α[t1,t3] and α[t4] should be in H1.

The construction of prioritised legal revision by a temporalised sentence is based
on the concept of a minimal proof; to complete the construction, an incision function
is used which selects in every minimal proof the sentence to be erased later and which
can produce legal effects in favour of a possible contradiction with the new norm.

The operator is based on a selection of sentences in the knowledge base that
are relevant to derive the sentence to be retracted or modified. In order to perform
a revision, following kernel contractions [21], this approach uses incision functions,
which select from the minimal subsets entailing the piece of information to be revoked
or modified. An incision function only selects sentences that can be relevant for α
and at least one element from each Π(αJ ,K):

Definition 7 (Incision function). Let K be a temporalised belief base. An incision
function σ for K is a function such that for all αJ ∈ Cnt(K):

• σ(Π(αJ ,K)) ⊆ ⋃(Π(αJ ,K)).

• For each H ∈ Π(αJ ,K), H ∩ σ(Π(αJ ,K)) 6= ∅.
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In Hansson’s approach it is not specified how the incision function selects the
sentences that will be discarded of each minimal proof. In this approach, this is
solved by considering those sentences that can produce legal effects in favour of
a possible contradiction with the new norm. Thus, if the new norm is ¬βJ then
the incision function selects the temporalised sentences βP or αQ → βF of each
Π(βJ ,K).

Definition 8 (Search consequence function). Sc: L × K 7→ K, is a function such
that for a given sentence α and a given temporalised base K with H ⊆ K,

Sc(α,H) = {αJ : αJ ∈ H} ∪ {βP → αQ : βP → αQ ∈ H and β ∈ L}.

Definition 9 (Consequence incision function). Given a set of minimal proofs Π(αJ ,K),
σcis a consequence incision function if it is a incision function for K such that

σc(Π(αJ ,K)) =
⋃

H∈Π(αJ ,K)
Sc(α,H).

Example 9. Consider Examples 6 and 8. Then, Sc(β,H1) = {α[t1,t4] → β[t4,t6]},
Sc(β,H2) = {β[t5,t6]}, Sc(β,H3) = {β[t6,t8]}, and Sc(β,H4) = {ω[t4] → β[t6,∞]}.
Then

σc(Π(β[t5,t6],K)) =
⋃

H∈Π(β[t5,t6],K)
Sc(β,H)

= {α[t1,t4] → β[t4,t6], β[t5,t6], β[t6,t8], ω[t4] → β[t6,∞]}

As mentioned before, the revision operator may remove temporalised sentences
or, in some cases, may modify the intervals to maintain consistency. Next, a temporal
projection will be introduced based on a given time interval. The idea here is, given a
temporalised belief base K and given a time interval [ti, tj ], to return a temporalised
belief base K′ containing those sentences from K whose time intervals be out of
[ti, tj ].

Definition 10 (Excluding temporal projection). Let K be a temporalised belief base
and let [ti, tj ] be a time interval where ti, tj ∈ T. A excluding temporal projection of
K from ti to tj, denoted out(K, [ti, tj ]), is a subset of K where for all α[tp,tq ] ∈ K,
out(K, [ti, tj ]) will contain:

• α[tp,ti−1] if tp < ti, tq ≥ ti and tq ≤ tj,

• α[tj+1,tq ] if tp ≥ ti, tq > tj and tp ≤ tj,
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• α[tp,ti−1] and α[tj+1,tq ] if tp < ti, tq > tj,

• α[tp,tq ] if tq < ti or tp > tj.

Remark 3. Note that when tp ≥ ti and tq ≤ tj, the temporal sentence is not
considered. In this case, this sentence is erased.

Remark 4. Note that if δ[th,tk] ∈ out(K, [ti, tj ]) and the interval [th, tk] is generated
through excluding temporal projection of K from ti to tj then there exists a temporal
sentence δ[tp,tq ] in K such that [th, tk] ⊆ [tp, tq].

Example 10. Consider Example 9 and suppose that S is a temporalised belief base
and S = σc(Π(β[t5,t6],K)). Then, out(S, [t5, t6]) = {α[t1,t4] → β[t4], β[t7,t8], ω[t4] →
β[t7,∞]}.

Following the notion of excluding temporal projection (Definition 10) a norm
prioritised revision operator is defined. That is, an operator that allows to consis-
tently add temporalised sentences in a temporalised belief base. If a contradiction
arises, then the revision operator may remove temporalised sentences or modify the
corresponding intervals in order to maintain consistency.

Definition 11. Let K be a temporalised belief base and αJ be a temporalised sen-
tence. The operator “ ⊗”, called prioritised legal revision operator, is defined as
follow:

K⊗ αJ = (K \ σc(Π(¬αJ ,K))) ∪ out(σc(Π(¬αJ ,K)), J) ∪ {αJ}.

Note that, to add αJ to K, all temporized sentences that have ¬α as a conse-
quence and contribute to derive some instant of ¬αJ are erased. Then, these same
sentences are added but with their modified intervals (using the excluding temporal
projection introduced in Definition 10). Finally, αJ is added.

Example 11. Consider Example 6 and suppose that a new norm ¬β[t5,t6] it is wished
to add. To do this, it is necessary to do K ⊗ ¬β[t5,t6]. Consider Examples 8 and
9. Then, K ⊗ ¬β[t5,t6] = {α[t1,t3], α[t4], α[t1,t4] → β[t4], β[t7,t8], β[t10], δ[t11], δ[t11] →
β[t15,t20], ω[t2,t8], ω[t4] → β[t7,∞], ε[t1,∞], ¬β[t5,t6]}. Note that, this new temporalised
base is temporally consistent.

The following example shows how our operator works in a particular situation
when a legal system undergoes many changes and has rules that complement each
other.
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Example 12. Consider the following temporalised belief base K = {β[t1,t10], β[t1,t5] →
α[t1,t5], β[t6,t10] → α[t6,t10], δ[t4]}. Note that, K `t α[t1,t10] because K `t α[ti] for all
ti ∈ [t1, t10]. Suppose that it is necessary to adopt ¬α[t1,t10]. To do this, it is neces-
sary to compute all the minimal proofs of α[t1,t10] in K. In this case, Π(α[t1,t10],K) =
{{β[t1,t10], β[t1,t5] → α[t1,t5], β[t6,t10] → α[t6,t10]}}. Then, S = σc(Π(α[t1,t10],K)) =
{β[t1,t5] → α[t1,t5], β[t6,t10] → α[t6,t10]}. Thus, out(S, [t1, t10]) = ∅. Therefore, K ⊗
¬α[t1,t10] = {β[t1,t10], δ[t4],¬α[t1,t10]}.

4.6 Others works that have discussed the relation between belief
revision and temporal reasoning

There are some works in the literature that have discussed the relation between
belief revision and temporal reasoning, though none of them addressed the issue in
the normative domain. Two prominent lines of investigation are [10, 11] and [27].

[10, 11] address belief revision in a temporal logic setting. These articles consider
sets of sentences closed under logical consequence. In contrast to this, the approach
proposed in [30] is based on an adapted version of belief bases which have additional
information (time intervals). The use of belief bases makes the representation of the
legal system state more natural and computationally tractable. That is, following
[22, page 24] and [31], it is considered that legal systemsâĂŹ sentences could be
represented by a finite number of sentences that correspond to the explicit beliefs on
the legal system. The main purpose of [10, 11] is to represent the AGM postulates
as axioms in a modal language. The assumption is that belief revision has to do
with the interaction of belief and information over time, thus temporal logic seemed
a natural starting point. The technical solution is to consider branching-time frames
to represent different possible evolutions of beliefs. Hence, belief revision operators
are interpreted over possible worlds. Unlike this, the authors in [30] work with legal
system in which each temporalised sentence defines a norm whose time interval
determines the effectiveness time. Then, the revision process defined in [30] may
remove temporalised sentences or, in some cases, may only modify the intervals.

[27] is based on a well-developed theory of action in the situation calculus ex-
tended to deal with belief. The authors add to this framework a notion of plausibility
over situations, and show how to handle nested belief, belief introspection, mistaken
belief, belief revision and belief update together with iterated belief change.

An interesting line of investigation is to study possible correlations with these two
last research lines in literature as compared to the system proposed in [30]. Such
a comparison cannot be directly done from technical viewpoint for two reasons.
First of all, [30] is specifically focused in a propositional language following kernel
contraction construction proposed in [21]. Second, the propositional language in

1018



Time, Defeasible Logic and Belief Revision

[30] is equipped with explicit time-stamps and with temporal intervals, which allow
them for expressing richer temporal specifications in the language.

5 Conclusions

In order to properly model norm change in the law, temporal aspects of legal dy-
namics must be considered. Several reasons support this idea. The law regulates
its own changes by stating, within the system, what and how other existing norms
should be modified. The introduced new norms can be in conflict and so norms
are defeasible by nature. Even more, legal norms are qualified by diverse temporal
properties, such as the time when the norm is added to the legal system, or when
the norm is in force and it produces legal effects. Thus, all these aspects may be
addressed by two different pathways, as reflected in the literature. First, normative
dynamics can be modelled by combining logical systems for temporal and defeasi-
ble reasoning [15, 19, 16]. Second, belief revision techniques can be enriched with
temporal dimensions: this has been done in works such as [29, 30]. These are two
different approaches to the consideration of time within a logical framework for legal
dynamics.

Defeasible Logic was extended with temporal parameters to allow for reasoning
about time specified inside norms. Two temporal dimensions are considered: the
first one is when the norm is in force in a normative system, and the second is when
the norm exists in the normative system from a certain viewpoint. Usually only the
time of force is considered, but here the notion of temporalised rule with viewpoint is
introduced, a mechanism through which it is possible to reason on the legal system
from the viewpoint of its current version but as if it were revised in the past. This
extension increases the expressive power of the logic and it allows us to represent
meta-norms describing norm modifications by referring to a variety of possible time-
lines through which conclusions, rules and derivations can persist over time. This
formalism has been shown useful to model retroactive legal modifications, a complex
timed behaviour of legal systems that requires special attention. Hence, this model
is suitable for modeling changes that affect the legal system with respect to legal
effects which were also obtained before the legal change was done. This is not a
simple feature and the formalism addresses it properly.

On the other hand, a contrasting approach explores the importance of time in
legal dynamics from the point of view of revision of beliefs in laws. This make sense
since the law is a dynamic system of rules. Indeed, a very complex one: as times
goes by, rules are introduced in the system, which may be either unexpectedly in
conflict with existing rules or be intended to provide new, different norms for society.
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This demands a consistent revision of the rules of the system, so an extension of
classic belief revision formalism seems to be appropriate. Then, we discussed here
the second approach, which proposes a belief revision operator that considers time
interval in the revision process. Intervals are used to model a period of time for
a piece of knowledge to be effective or relevant, leading to the definition of a new
kind of temporal rules. On these interval-decorated rules the corresponding tempo-
ralised derivation was defined. The consideration of time requires an adaptation of
the notions of contradiction and inconsistency in the classical sense. Temporalised
knowledge base is inconsistent only if contradictory information can be derived for
the same moment of time. In that approach was defined a novel belief revision
operator that allows the consistent addition of temporalised sentences in a tempo-
ralised belief base. If a contradiction arises, then the revision operator may either
completely remove conflictive temporalised sentences or modify the intervals of some
rules. This last action is made because a given consequence a at interval I may fall
in contradiction during a sub-interval of I. Thus, a should be a consequence, after
the revision, only for the rest of I. Then, intervals in rules should be taken into
account for the revision process.

The central idea of this research topic is that formal models of norm change must
address the fact that new norms may be elicited and old norms may need to be re-
tracted, with complex consequences. Depending on the particular feature of legal
dynamics intended to be modelled, any proposed framework requires an appropriate
model of time. There are two mainstream approaches to reasoning with and about
time: point based and interval based. Here we explored both flavours, by discussing
two different, interesting approaches to the consideration of time within the study
of legal dynamics. Both formalisms take time into account and provide the neces-
sary logical infrastructure to address the characterization of complex behaviour of
dynamics in normative systems, constituting solid foundations for further research.
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Abstract
In the present chapter we focus our attention on the computational com-

plexity of proving regulatory compliance of business process models. While the
topic has never received the deserved attention, we argue that the theoretical
results, both existing and yet to find, are far reaching for many areas related
to the problem of proving compliance of process models. Therefore, we provide
here and discuss the existing results concerning the theoretical computational
complexity of the problem, as well as discussing some further areas that can
potentially advance the knowledge about the issue, and other closely related
disciplines that can either bring or take insights to this area.

1 Introduction
In this chapter we investigate the computational complexity of the problem of prov-
ing regulatory compliance of process models. This problem consists of verifying
whether a process model, representing a set of executions of an organisation’s pro-
cedures, complies with some given regulations. We consider an execution to be
compliant with some regulations when no violations occurs in such execution with
respect of the regulations. Different degrees of compliance are determined depend-
ing on whether every execution in a model comply with the regulations, when some
comply, and when none comply.
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Proving regulatory compliance has been receiving more attention during the past
years, as shown by approaches of varying complexity being proposed in the literature
(Some of the recently proposed approaches: [41, 34, 35]). Analysis of the current
expenses [57] from real businesses and companies towards showing their compliance
with the relevant regulations, have brought an interests in finding automated solu-
tions in order to bring down such costs. For a recent survey of the approaches to
business process compliance and open research question in the field see Hashmi et
al. [37].

Despite the various approaches proposed to address the problem of proving the
regulatory compliance of business process models, meaning “ensuring that, executing
such a business process model to achieve a business objective, is compliant with the
regulations”, or dealing with conformance: “verifying whether existing executions,
usually logs, have been performed in accordance to the regulatory requirements”,
in general, the computational complexity of the problem it has been for the most
part ignored. Despite knowing that in general the problem is NP-complete [10],
many approaches have shown to be able to solve current real problem without being
hindered by the theoretical complexity of it. While this allows currently to use
this kind of solutions without any sort of big issue, due to the current race towards
automation, it is only bound that the business process models and the regulatory
frameworks required to be verified in the future are increasing in size and complexity.
This, in turn could potentially put a hard stop to the approaches currently used,
due to them ignoring such theoretical complexity concerns.

In this chapter we first provide a computational complexity analysis of the gen-
eral problem of proving regulatory compliance of business process models, and its
variants obtainable by manipulating the properties of the regulatory framework be-
ing used. We consider three different properties that a regulatory framework can
have: the number of regulations contained in the framework, whether the regula-
tions affect the entirety of the executions of a business process model, or whether
some parts of them given some additional conditions. The third property concerns
whether the regulations are expressed using atomic boolean propositions, or full
formulae. Given these binary properties we identify 8 variants of the problems, for
which we study and provide their computational complexity classes.

Additionally, the computational complexity of the problem can change depending
on the features of the business process models being verified. Taking as the basic
variant in this scenario structured business process models, namely process models
whose structure can be defined as a properly nested structure, which has technical
advantages over processes not following such constraints, which in turn ends up
being more expressive. We consider some additional features that can be desirable
to represent real life processes, such as unstructured process models and the inclusion
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of loops, and we discuss how these additions influence the computational complexity
of the problem’s variants.

After having discussed the theoretical computational complexity of the problem,
we consider some of the existing approaches aimed at solving the problem of proving
regulatory compliance of business process models, and we assign them to the prob-
lem variants identified in this chapter, hence associating them to a computational
complexity class. Starting form this classification, we provide a preliminary study of
the behaviour of these approaches in a future where the components of the problem
increase in size and complexity, namely the business process models and / or the
regulatory frameworks. We aim with this preliminary analysis to provide some in-
sights concerning which approaches may be hindered by the theoretical complexity
limitations of the problem as bigger and more complex problems will be required to
be solved, and which may be potentially be still used to tackle these larger problems.

Furthermore, we discuss a problem related to the problem of proving regula-
tory compliance: conformance, discussing a few of the techniques used to solve this
tangential problem.

Finally, we conclude this chapter by discussing some of the open problem con-
cerning the computational complexity analysis of the problem of proving regulatory
compliance of business process models.

2 The Problem: Proving Regulatory Compliance
In this section, we introduce the problem of proving regulatory compliance of busi-
ness process models analysed in this chapter. The problem consists of two compo-
nents:

i) the business process model compactly describing a set of possible executions, and

ii) a regulatory framework, describing the compliance requirements.

2.1 Structured Business Processes
Generally, process models can be seen as a compact way to represent the set of
possible ways that a company have to achieve some given business objectives. These
models contain the tasks, which correspond to the atomic activities that can be
executed to bring forward the achievement of the business objective pursued by the
executions included in the model. These tasks are organised within the process
model and describe a set of possible orders in which they can be executed. Example
1 illustrates an instance of a process that can be possibly used to describe the sale
procedures in a shop.
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Example 1 (Shop Sale Process). Considering the scenario of a shop selling goods
to costumers, the sale procedure can be summarised as a process by considering the
sequence of steps listed below:

1. The customer chooses the goods he/she wants to purchase.

2. The total cost of the goods is tallied up.

3. The customer pays the calculated amount.

4. The sale is concluded.

Using such formal models to represent their business procedures, companies allow
to ensure that such procedures follow the required regulations by checking these
models.

In this paper we focus our analysis on structured process models, such type
of processes is similar to structured workflows defined by [44]. The advantage of
focusing our initial analysis on these kind of processes is that their soundness1 can
be verified in polynomial time with respect to their size, and that the amount of
possible executions belonging to the process model is finite, as it does not contain
loops that can be potentially iterated any number of times, leading to business
process models containing an infinite amount of possible executions.

Despite their simplicity, such kind of business process models can be used to
represent 406 out of 604 processes in the SAP reference model [42], as shown by
[55], illustrating also that unstructured processes, under certain conditions, can be
translated into structured process models.

Definition 1 (Process Block). A process block B is a directed graph: the nodes
are called elements and the directed edges are called arcs. The set of elements of a
process block are identified by the function V (B) and the set of arcs by the function
E(B). The set of elements is composed of tasks and coordinators. There are 4 types
of coordinators: and_split, and_join, xor_split and xor_join. Each process block B
has two distinguished nodes called the initial and final element. The initial element
has no incoming arc from other elements in B and is denoted by b(B). Similarly the
final element has no outgoing arcs to other elements in B and is denoted by f(B).

A directed graph composing a process block is defined inductively as follows:

• A single task constitutes a process block. The task is both initial and final
element of the block.

1A process is sound, as defined by van der Aalst [67, 68], if it avoids livelocks and deadlocks.
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• Let B1, . . . , Bn be distinct process blocks with n > 1:

– SEQ(B1, . . . , Bn) denotes the process block with node set ⋃n
i=0 V (Bi) and

edge set ⋃n
i=0(E(Bi) ∪ {(f(Bi), b(Bi+1)) : 1 ≤ i < n}).

The initial element of SEQ(B1, . . . , Bn) is b(B1) and its final element is
f(Bn).

– XOR(B1, . . . , Bn) denotes the block with vertex set ⋃n
i=0 V (Bi) ∪ {xsplit,

xjoin} and edge set ⋃n
i=0(E(Bi) ∪ {(xsplit, b(Bi)), (f(Bi), xjoin) : 1 ≤ i ≤

n}) where xsplit and xjoin respectively denote an xor_split coordinator and
an xor_join coordinator, respectively. The initial element of XOR(B1, . . . ,
Bn) is xsplit and its final element is xjoin.

– AND(B1, . . . , Bn) denotes the block with vertex set ⋃n
i=0 V (Bi) ∪ {asplit,

ajoin} and edge set ⋃n
i=0(E(Bi) ∪ {(asplit, b(Bi)), (f(Bi), ajoin) : 1 ≤ i ≤

n}) where asplit and ajoin denote an and_split and an and_join coordina-
tor, respectively. The initial element of AND(B1, . . . , Bn) is asplit and its
final element is ajoin.

By enclosing a process block as defined in Definition 1 along with a start and
end task in a sequence block, we obtain a structured process model. Therefore, a
structured process model can be understood as a structure recursively composed by
process blocks, where at the lowest recursion level are the process blocks representing
the tasks of the process model.

The effects of executing the tasks contained in a business process model are
described using annotations as shown in Definition 2.

Definition 2 (Annotated process). Let P be a structured process and T be the set
of tasks contained in P . An annotated process is a pair: (P, ann), where ann is a
function associating a consistent set of literals to each task in T : ann : T 7→ 2L.

The status of the process execution is represented by a process’ state. Such state
contains a set of literals representing what is considered to be the case at that step
of the execution. The literals contained in the process’ state is determined by the
sequence of the task being executed, and it is updated after each task execution.

The update between the states of a process during its execution is inspired by
the AGM2 belief revision operator [2] and is used in the context of business processes
to define the transitions between states [23, 39], which in turn are used to define the
traces.

2The approach is named after the initials of the authors introducing it: Alchourrón, Gärdenfors,
and Makinson.
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Definition 3 (State update). Given two consistent sets of literals L1 and L2, rep-
resenting the process state and the annotation of a task being executed, the update
of L1 with L2, denoted by L1 ⊕ L2 is a set of literals defined as follows:

L1 ⊕ L2 = L1 \ {¬l | l ∈ L2} ∪ L2

Definition 4 (Executions and Traces). Given a structured process model identified
by a process block B, the set of its executions, written Σ(B) = {ε|ε is a sequence and
is an execution of B}. The executions contained in Σ(B) are recursively constructed
as follows:

1. If B is a task t, then Σ(B) = {(t)}

2. if B is a composite block with sub-blocks B1, . . . , Bn:

(a) If B = SEQ(B1, . . . , Bn), then Σ(B) = {ε1 +E · · · +E εn|εi ∈ Σ(Bi)} and
+E the operator concatenating two executions.

(b) If B = XOR(B1, . . . , Bn), then Σ(B) = Σ(B1) ∪ · · · ∪ Σ(Bn)
(c) If B = AND(B1, . . . , Bn), then Σ(B) = {the union of the interleavings of:

ε1, . . . , εn|εi ∈ Σ(Bi)}

Given an annotated process (B, ann) and an execution ε = (t1, . . . , tn) such that
ε ∈ Σ(B), a trace θ is a finite sequence of states: (σ1, . . . , σn). Each state σi ∈ θ is
a pair: (ti, Li) capturing what holds after the execution of a task ti, expressed by a
set of literals Li. A set Li is constructed as follows:

1. L0 = ∅

2. Li+1 = Li ⊕ ann(ti+1), for 1 ≤ i < n.

To denote the set of possible traces resulting from a process model (B, ann), we
use Θ(B, ann).

Example 2. Annotated Process Model. Fig. 1 shows a structured process containing
four tasks labelled t1, t2, t3 and t4 and their annotations. The process contains an
AND block followed by a task and an XOR block nested within the AND block. The
annotations indicate what has to hold after a task is executed. If t1 is executed, then
the literal a has to hold in that state of the process.
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t1

t2

t3

t4

{}

{a}

{b, c}

{c, d}

{¬a} {}

Figure 1: An annotated process

Σ(B) Θ(B, ann)
(start, t1, t3, t4, end) ((start, ∅), (t1, {a}), (t3, {a, c, d}), (t4, {¬a, c, d}), (end, {¬a, c, d}))
(start, t2, t3, t4end) ((start, ∅), (t2, {b, c}), (t3, {b, c, d}), (t4, {¬a, b, c, d}), (end, {¬a, b, c, d}))
(start, t3, t1, t4end) ((start, ∅), (t3, {c, d}), (t1, {a, c, d}), (t4, {¬a, c, d}), (end, {¬a, c, d}))
(start, t3, t2, t4end) ((start, ∅), (t3, {c, d}), (t2, {b, c, d}), (t4.{¬a, b, c, d}), (end, {¬a, b, c, d}))

Table 1: Executions and Traces of the annotated process in Fig. 1.

2.2 Regulatory Framework
When considering a compliance problem, one of its components is the set of reg-
ulations that the model is required to follow. We refer to such component as the
regulatory framework, and we consider it as a set obligations, representing the set
of regulations governing the process model within the scope of the problem.

As such, we use a subset of Process Compliance Logic (PCL), introduced by
Governatori and Rotolo [30, 31], to specify the semantics for different types of obli-
gations proposed by [38].

The first distinction in the semantics of obligations, is that obligations can be
either global or local. A global obligation is in force for the entire duration of an
execution, while the in force interval of a local obligation is determined by its trigger
and deadline conditions. Additionally, an obligation can be either an achievement
or a maintenance obligation and it determines how such an obligation is fulfilled by
an execution when in force.

Definition 5 (Global and Local Obligations). The in force interval of an obligation
depends on whether it is a global or a local obligation, described as follows:

Global A global obligation Oo〈c〉, where o ∈ {a,m} represents whether the obliga-
tion is achievement or maintenance. The element c represents the fulfilment
condition of the obligation.
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Local A local obligation Oo〈c, t, d〉, where o ∈ {a,m} represents whether the obliga-
tion is achievement or maintenance. The element c represents the fulfilment
condition of the obligation, the element t the trigger, and the element d the
deadline.

While the in force interval of a global obligation spans the entire duration of a
trace, the in force interval of a local obligation is determined as a sub-trace where
the first state of such a sub-trace satisfies the trigger, and the last state satisfies the
deadline.

Generally the trigger, deadline and condition of an obligation are defined as
propositional formulae. Assuming the literals from L contained in a state to be
true, then a propositional formula is true when that state implies it.

Finally, in the semantic we study for each obligation we allow a single in force
interval at any given time. Meaning that when an in force interval is already active
for an obligation, further triggers would not produce additional in force intervals.
This has the consequence that it simplifies the analysis as it is not required to keep
track of multiple in force instances, and which in force instance is satisfied by which
event when executing a task.

Evaluating the Obligations.

Whether an in force obligation is fulfilled or violated is determined by the states of
the trace included in the in force interval of the obligation. Moreover, whether an
in force obligation is fulfilled depends on the type of an obligation, as described in
Definition 6.

Definition 6 (Achievement and Maintenance Obligations). How an in force obli-
gation is fulfilled depends on its type as follows:

Achievement If this type of obligation is in force in an interval, then the fulfilment
condition specified by the obligation must be satisfied by the execution in at least
one point in the interval before the deadline is satisfied. If this is the case, then
the obligation in force is considered to be satisfied. Otherwise it is violated.

Maintenance If this type of obligation is in force in an interval, then the fulfilment
condition must be satisfied continuously in all points of the interval until the
deadline is satisfied. Again, if this is the case, then the obligation in force is
then satisfied, otherwise it is violated.
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Process Compliance.

The procedure of proving whether a process is compliant with a regulatory frame-
work can return different answers. A process is said to be fully compliant if every
trace of the process is compliant with the regulatory framework3. A process is par-
tially compliant if there exists at least one trace that is compliant with the regulatory
framework, and not compliant if there is no trace complying with the framework.

Definition 7 (Process Compliance). Given a process (P, ann) and a regulatory
framework composed by a set of obligations O, the compliance of (P, ann) with respect
to O is determined as follows:

• Full compliance (P, ann) `F O if and only if
∀θ ∈ Θ(P, ann), θ satisfies each obligation in O.

• Partial compliance (P, ann) `P O if and only if
∃θ ∈ Θ(P, ann), θ satisfies each obligation in O.

• Not compliant (P, ann) 6` O if and only if
¬∃θ ∈ Θ(P, ann), θ satisfies each obligation in O.

Note that we consider a trace to be compliant with a regulatory framework if it
satisfies every obligation belonging to the set composing the framework.

3 Theoretical Computational Complexity in Structured
Process Models

In this section we discuss the existing results concerning verifying regulatory com-
pliance of structured business process models. We first introduce the acronyms used
through the section to identify the different variants of the problem, and then we
separately analyse and discuss the computational complexity results related to full,
and partial compliance separately.

3.1 Problem Acronyms
Before discussing the existing computational complexity results, we first introduce
a compact system to refer to different variants of the problem dealing with veri-
fying compliance of structured process models. Notice that the acronyms refer to

3Notice that by “compliant with the regulatory framework”, we refer to a trace fulfilling each
in force interval along the trace itself for each obligation belonging to the regulatory framework.
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the properties of the regulatory framework being evaluated against the structured
process model.

Definition 8 (Compact Acronyms). The variants of the problem we refer to in this
paper constantly aim to check regulatory compliance of a structured process model.
The acronym system refers to the properties of the obligations being checked against
the process model.

1/n Whether the structured process is checked against a single (1) or a set of (n)
obligations.

G/L Whether the in force interval of the obligations is Global, meaning that it
spans the entirety of an execution of the model, or it is Local, meaning that
the in force interval is determined by the trigger and deadline elements of an
obligation.

-/+ Whether the elements of the obligation being checked on the structured process
model are composed by literals (-), or by propositional formulae (+).

For instance, the variant 1G- consists of verifying whether a structured pro-
cess model is compliant with a single obligation, whose condition is expressed as a
propositional literal and its in force interval spans the entire execution of the process
model.

Note that in the binary properties of the problems considered in this paper, the
leftmost, i.e., 1 in 1/n represents a subset of the right side. Intuitively, the case on
the right side is at least as complex as the left case. For instance, a solution for a
problem including a set of regulations requires also to solve the case where the set
of regulations is composed of exactly one regulation.

3.2 Partial Compliance

We focus now on discussing the computational complexity of proving partial com-
pliance of structured business process models. As we see in the remainder of this
section, many of the variants belong to the NP-complete computational complexity
class. Thus we provide quick reminder before proceeding by discussing the existing
results.

Definition 9 (NP-complete). A decision problem is NP-complete if it is in the set
of NP problems and if every problem in NP is reducible to it in polynomial-time.
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To prove membership in NP of a variant of the problem of proving partial
compliance, we show that a process is partially compliant with a set of obligations
if and only if there is a certificate whose size is at most polynomial in terms of the
length of the input (comprising the business process model and the set of obligations)
with which we can check whether it fulfils the regulatory framework in polynomial
time. As a certificate we use a trace of the model and we check whether it satisfies
the regulatory framework.

We illustrate in the following Algorithm 1 how 1G- is solvable in time polyno-
mial. Notice that, while the algorithm reported applies only to achievement obliga-
tions, in the original paper by Colombo Tosatto et al. [14], from which we took this
approach, an algorithm dealing with a regulatory framework composed of a main-
tenance obligation is also provided. Moreover, notice that the algorithm reported is
capable to prove either partial, full, and non-compliance in polynomial time.

Algorithm 1 (1G- is in P). Given an annotated process (P, ann) and a regulatory
framework O containing a single global achievement obligation Oa〈c〉, this algorithm
returns whether (P, ann) is compliant with O.
1: if ∀ task t in P, c 6∈ ann(t) then
2: return (P, ann) 6` O
3: else
4: if Remove(P, {t | t is a task in P and c ∈ ann(t)}) = ⊥ then
5: return (P, ann) `F O
6: else
7: return (P, ann) `P O
8: end if
9: end if
Where the Remove functions removes the tasks from P having c annotated, and

later checks whether there is a path, in other words an execution, from the start to
the end of the process. If no such path exists then the function returns ⊥, which
means that there is no execution that does not execute a task having c annotated.
Meaning that the process is fully compliant.

In Reduction 1 we show the reduction provided by Colombo Tosatto et al. [10],
and showing that the problem of finding whether a graph contains an Hamiltonian
path can be reduced to the problem of proving partial compliance in nL-. Meaning
that the computational complexity of nL- is at least the same as proving whether
a graph contains an Hamiltonian path, which is in NP-complete.

Definition 10 (Hamiltonian Path). Let G = (N,D) be a directed graph where
the size of N is n. A hamiltonian path ham = (v1; . . . ; vn) satisfies the following
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properties:

1. N = {v1, . . . , vn}

2. ∀i, j((vi, vj ∈ ham ∧ j = i+ 1), ((vi, vj) ∈ D)

Reduction 1 (Hamiltonian Path to Proving Partial Compliance in nL-). Consider-
ing the problem of finding an Hamiltonian Path in a graph as described in Definition
10.

Given a hamiltonian path problem containing a directed graph G = (N,D), it
can be translated into a regulatory compliance problem involving a process (P, ann)
and a set of obligations O as follows:

1 Consider a process model P that contains a task labeled Nodei for each vertex vi

contained in N (Figure 2).

Nodek

Noden�1

Node1

Node2

Figure 2: Hamiltonian path problem as verifying partial compliance.
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The process block of P is structured as an AND block. The AND block contains
in each branch a single task Nodei for each node in the given directed graph:
AND(Node1, . . . , Noden).
Intuitively a serialisation of the AND block represents a tentative hamiltonian
path. Annotations and obligations are used to verify that two adjacent nodes in
the serialisation can be indeed also adjacent in an hamiltonian path (explained
in detail in 2).

2 In this reduction we use the annotations to identify which node is being selected in
the sequence constituting the tentative hamiltonian path. Thus we use for the
annotations a language containing a literal for each node in G. The annotation
of each task in (P, ann) is the following:

• ∀i|1 ≤ i ≤ k, ann(Nodei) = {¬l1, . . . ,¬ln} ⊕ {li}

The obligations are used to represent the directed edges departing from a vertex,
in other words which vertices are the suitable successors in the hamiltonian
path. The set O contains the following local maintenance obligations:

• ∀vi, vj |(vi, vj) 6∈ D,O = Om〈¬lj , li,¬li〉

Using the proposed reduction, verifying whether the constructed process model is
partially compliant corresponds to identifying whether the original graph contains a
hamiltonian path. Concluding that the problem of verifying partial compliance is at
least as hard as finding whether a graph contains a hamiltonian path.

We collect in Table 2 the existing computational complexity results concern-
ing solving the variants of the problem of proving partial compliance of structured
process models.

Notice that given the three binary properties associated to the regulatory frame-
work being checked against the structured process model, of the 8 possible problem
variants, only 7 computational complexity results are provided in Table 2. This
is more apparent by illustrating the results in Figure 3, where the problem’s vari-
ants have their computational complexities associated and the relations between the
variants are highlighted by the connections in the picture. Notice that the directed
arrows connecting one variant of the problem to another refer, according to their di-
rection, that the computational complexity of a variant of the problem at the origin
of an arrow, is at most as difficult as the variant of the problem which is pointed at
by the same arrow.
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Problem Variant Source Complexity Class
1G- Colombo Tosatto et al. [14] P
nG- Colombo Tosatto et al. [11] NP-complete
1G+ Colombo Tosatto et al. [11] NP-complete
nG+ Colombo Tosatto et al. [11] NP-complete
nL- Colombo Tosatto et al. [10] NP-complete
1L+ Colombo Tosatto et al. [11] NP-complete
nL+ Colombo Tosatto et al. [10] NP-complete

Table 2: Partial Compliance Complexity

1G− 1L−

nG− nL−

1G+ 1L+

nG+ nL+

P

NP-c

NP-c

NP-c

?

NP-c

NP-c

NP-c

Figure 3: Partial Compliance Complexity Lattice.

It can be noticed in Figure 3, that the variant 1L- does not have a computational
complexity classification yet. While the computational complexity analysis for the
considered problem is currently incomplete, Colombo Tosatto et al. [11] conjectured
that this variant of the problem to in P. However, while we have not yet managed
to provide a conclusive computational complexity classification, we conjecture that
1L- is instead in NP-c as explained in Conjecture 1

Conjecture 1 (1L- is in NP). We currently have no information about the compu-
tational complexity of 1L-. That is, we cannot infer its belonging to a computational
complexity class in a similar way as for nG+, as in this case the simpler variant
(1G-) is in P.

While it seems like that moving from G to L seems to not increase the complexity
of the problem as much as when moving from - to +, or from 1 to n, we believe that
such movement should be still be capable of bringing the computational complexity
of the problem’s variant into NP-c.

We back our conjecture using the intuition that by moving towards conditional
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obligations, allows multiple instances of the same obligation to be in force over a
single trace. Which means that even for the variant 1L-, multiple instances would
be required to be verified for every trace. Which resembles the variant nG-, where
multiple obligations are required to be verified over a trace, and it is in NP-c.

Mind that the conjecture does not represent a computational complexity result
in itself, hence identifying the computational complexity of the variant 1L- remains
an open problem.

3.3 Full Compliance
We focus now on discussing the computational complexity of the variants of the
problem of proving full compliance of a structured process model. As many of the
variants of the problem belong to the coNP-complete computational complexity
class, we provide its definition before proceeding with the discussion.

Definition 11 (coNP-complete). A decision problem is coNP-complete if it is in
coNP and if every problem in coNP is polynomial-time many-one reducible to it. A
decision problem is in coNP if and only if its complement is in the complexity class
NP.

We show in Reduction 2 how Colombo Tosatto et al. [10] have shown that check-
ing for full compliance in a variant of the problem 1L+ is in coNP-complete.

Definition 12 (Tautology). A formula of propositional logic is a tautology if the for-
mula itself is always true regardless of which evaluation is used for the propositional
variables.

Reduction 2 (Tautology to Proving Full Compliance in 1L+). Considering the
problem to decide whether a given formula is a Tautology as described in Definition
12.

Let ϕ be a propositional formula for which we want to verify whether it is a
tautology or not, and let L be the set of literals contained in ϕ. We include in L
only the positive version of a literal, for instance if l or ¬l are contained in ϕ, then
only l is included in L.

For each literal l belonging to L we construct an XOR block containing two tasks,
one labeled and containing in its annotation the positive literal (i.e., l) and the
other the negative literal (i.e., ¬l). All the XOR blocks constructed from L are then
included within a single AND block. This AND block is in turn followed by a task
labeled “test" and containing a single literal in its annotation: ltest. The sequence
containing the AND block and the task test is then enclosed within a start and an
end, composing the process (P, ann), graphically represented in Figure 4.
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test

l1

¬l1

l2

¬l2

ln�1

¬ln�1

ln

¬ln

Figure 4: Tautology problem as verifying full compliance.

The set of obligations, to which the constructed process has to be verified to be
fully compliant with, is composed of a single obligation constructed as follows from
the propositional formula ϕ:

Oa〈ϕ, ltest,⊥〉

Notice that Algorithm 1 can also be used to prove full compliance of the variant
1G-. For full compliance, we informally describe in Algorithm 2 the procedure
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introduced by Colombo Tosatto et al. [12], capable of proving full compliance of the
variant nL- of the problem in time polynomial with respect to the problem size.

Definition 13 (Process Tree Model). Let P be a structured process model. A Pro-
cess Tree PT is an abstract hierarchical representation of P , where:

• Each process block B in P corresponds to a node N in PT .

• Given a process block B(B1, . . . , Bn), where B1, . . . , Bn are the process blocks
directly nested in B, the nodes N1, . . . , Nn in PT , corresponding to B1, . . . , Bn

in P , are children of N , corresponding to B in P . Mind that the order between
the sub-blocks of a process block is preserved between the children of the same
node.

Algorithm 2. The approach is based on identifying whether a structured business
process model, in its tree representation form as described in Definition 13, contain
a trace violating one of the obligations belonging to the regulatory framework.

The advantage of looking for a violating condition, is that finding a single in-
stance within a process model where such condition is positively evaluated, it is a
sufficient condition to return the answer that the structured process being evaluated
is not fully compliant with the regulatory framework.

The tree representation of a process model has as its leaves the tasks composing
the process. Considering a generic obligation Oo〈c, t, d〉, each of the leaves in a
process tree associated to a task having t annotated are considered trigger leaves.
A bottom up aggregation of the properties of the leaves of the tree, in accordance
to their associated annotated tasks, and to the violation condition being looked for,
leads to allow whether a process tree contains a violation for a given trigger leaf in
a number of steps equal to the number of nodes in the process tree.

Repeating this procedure for each trigger leaf, for each violation condition of each
obligation in a regulatory framework, allows to decide, when no violation condition
is satisfied, that the business process model being evaluated is fully compliant, and
this is decidable in time polynomial with respect to the size of the problem.

Table 3 outlines the existing complexity results concerning some of the variants
of the problem of proving full compliance of structured process models.

Similarly as for partial compliance, we illustrate the result concerning the com-
putational complexity of proving full compliance of a process model graphically in
Figure 5.

Notice that Figure 5 contains a result for the problem variant nG-, which is not
included in Table 3. This result is derived from other existing ones. As the relations
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Problem Variant Source Complexity Class
1G- Colombo Tosatto et al. [14] P
1L- Colombo Tosatto et al. [12] P
nL- Colombo Tosatto et al. [12] P
1G+ Colombo Tosatto et al. [13] coNP-complete
nG+ Colombo Tosatto et al. [13] coNP-complete
1L+ Colombo Tosatto et al. [10] coNP-complete
nL+ Colombo Tosatto [9] coNP-complete

Table 3: Full Compliance Complexity

1G− 1L−

nG− nL−

1G+ 1L+

nG+ nL+

P

P

coNP-c

coNP-c

P

coNP-c

coNP-c

P

Figure 5: Full Compliance Complexity Lattice.

in the lattice in Figure 5 represent the relation ≤ between the computational com-
plexities of the variants of the problem, if we consider the three variants 1G-, nL-,
and nG-, the follow relationship holds regarding their computational complexity:
1G- ≤ nG- ≤ nL-. Therefore, by knowing that both 1G- and nL- are in P, it
follows that also nG- is in P.

3.4 Climbing the Polynomial Hierarchy

The computational complexity results reported so far concerning the problems of
proving both partial and full compliance of structured process model, rely on an
assumption regarding how formulae composing the obligations are evaluated over
the states composing the traces.

Assumption 1 (States Satisfying Formula). Given a state σ, composed by a set
of positive and/or negative literals, and a propositional formula ϕ, ϕ is satisfied by
σ if and only if considering every literal in σ true, is a sufficient interpretation to
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make ϕ true. This is equivalent to evaluate a formula over a partial set of possible
interpretations, the ones that explicitly appear in the state.

While the assumption does not appear to be too surprising, it can lead to some
interesting behaviours, such as the following: consider the formula α ∨¬α, which is
a tautology. Now, if we consider whether an empty state of a trace would satisfy,
the formula, then the answer is counter-intuitively no in accordance to Assumption
1.

The effect of Assumption 1 on how formulae composing the obligations are ver-
ified over the states of the traces, is to simplify the verification, as the only inter-
pretation required to be verified is the one where every proposition in the state is
considered as true. If such interpretation is sufficient to evaluate the formula as
true, then its associated effects, according to its place in the obligation, are ap-
plied. Differently, if the interpretation provided by the state is not sufficient to fully
evaluate the formula, then it is assumed to be false in that state. Normally, with-
out Assumption 1, when a state does not contain a sufficient interpretation, then
the various cases are considered for the propositions which have not an assigned
truth value. This can potentially increase the computational complexity of solving
the problem, as evaluating a formula over a state can be reduced to a Satisfiability
problem, which is known to be NP-complete. In order to properly classify the vari-
ants of the problem when Assumption 1 is dropped, we need first to introduce the
Polynomial Hierarchy.

The Polynomial Hierarchy is a hierarchy of computational complexity classes
describing both the classes already discussed in the present chapter (P, NP and
coNP), as well as more complex classes. In the Polynomial Hierarchy P is also
represented as either ΣP

0 or ΠP
0 , while NP and coNP are respectively represented

as ΣP
1 and ΠP

1 .

Definition 14 (ΣP
1 ). A problem P is in ΣP

1 if there exists a polynomial time Turing
machine T and a polynomial p such that:

for each instance x of P : there exists a solution s, |s| ≤ p(|x|), T (x, s) = true

Definition 15 (ΠP
1 ). A problem P is in ΠP

1 if there exists a polynomial time Turing
machine T and a polynomial p such that:

for each instance x of P : for each solution s, |s| ≤ p(|x|), T (x, s) = true

Considering now the problem of proving partial compliance of a structured pro-
cess model, when Assumption 1 is dropped. We have that for the variants of the
problem allowing formulae to describe the elements of the obligations, the problem
becomes the following: there exists a trace of the model such that, for each state
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state in the trace, and for each possible interpretations of the state the formulae
composing the obligations are satisfied in such a way that no obligation is violated.
It can be noticed, that this problem involves an existential quantifier followed by two
universal quantifiers: ∃∀∀. While not delving too much into the technical details,
when multiple quantifier of the same type directly follow each other, they can be
collapsed as a single quantifier of the same type. Given that, and Definition 16, we
can see that the variants of the problem of proving partial compliance, and allow
formulae in their obligations, can be classified as ΣP

2 . Furthermore, notice that the
variants restricting the expressivity of their obligations to simple propositions are
not affected and remain in ΣP

1 .

Definition 16 (ΣP
2 ). A problem P is in ΣP

2 if there exists a polynomial time Turing
machine T and a polynomial p such that:

for each instance x of P : there exists a solution s, |s| ≤ p(|x|) such that each s′,
|s′| ≤ p(|x|), T (x, s, s′) = true

The lattice with the computational complexity classifications according to the
Polynomial Hierarchy, after dropping Assumption 1, is shown in Figure 6.

1G− 1L−

nG− nL−

1G+ 1L+

nG+ nL+

ΣP
0

ΣP
1

ΣP
2

ΣP
2

?

ΣP
2

ΣP
2

ΣP
1

Figure 6: Partial Compliance Complexity Lattice with Polynomial Hierarchies.

Similarly, we can consider the problem of proving full compliance of structured
process models, when Assumption 1 is dropped. Again, we have that for the variants
allowing formulae in their obligations the problem becomes: for each trace of the
model such that, for each state state in the trace, and for each possible interpreta-
tions of the state the formulae composing the obligations are satisfied in such a way
that no obligation is violated. It can be noticed, that this problem involves three
universal quantifiers: ∀∀∀. Again, we can collapse the quantifiers of the same type
with the neighbouring ones, which leads to a single universal quantifier in this case.
It can be noticed that these problems do not have the sufficient properties to be
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classified as ΠP
2 , as described in Definition 17, but they can be classified as ΠP

1 , as
described in Definition 15.

Definition 17 (ΠP
2 ). A problem P is in ΠP

2 if there exists a polynomial time Turing
machine T and a polynomial p such that:

for each instance x of P : for each solution s, |s| ≤ p(|x|) such that there exists
a s′, |s′| ≤ p(|x|), T (x, s, s′) = true

Therefore we can conclude that for the problem of proving full compliance, re-
leasing Assumption 1 does not increase the complexity, as the variants allowing
propositional formulae are still in coNP. For completeness we show the lattice with
the Polynomial Hierarchy classifications for the variants of the problem of proving
full compliance if Figure 7.

1G− 1L−

nG− nL−

1G+ 1L+

nG+ nL+

ΠP
0

ΠP
0

ΠP
1

ΠP
1

ΠP
0

ΠP
1

ΠP
1

ΠP
0

Figure 7: Full Compliance Complexity Lattice with Polynomial Hierarchies.

3.5 Summary
The computational complexity results illustrated in this section show that, when
considering variants of the problem only allowing literals to represent the components
of the obligations, proving full compliance of structured process model is generally
easier than proving partial compliance. Intuitively, the former is easier since it is
sufficient to find a violation for an obligation in one of the traces of the model, while
for the former, it is required to identify a trace, and ensure that no obligation is
violated in such a trace.

Moreover, it can be noticed from the computational complexity lattice in Figure
7, that for full compliance the computational complexity is be governed by the com-
plexity of the language, namely by how expressively we can represent the elements
representing the obligations.
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Differently, partial compliance seems to be more complex to verify, as it does not
seem to allow an easy way to identify its complement, and identifying a compliant
trace in a process model is shown to be intractable apart from the the easiest, or
maybe two easiest, variant(s) of the problem as illustrated in Figure 6.

Finally, we have also shown that by dropping Assumption 1, the computational
complexity of the problem of proving partial compliance starts to climb the Polyno-
mial Hierarchy.

4 Computational Complexity of Additional Business
Process Features

The variants of the problem discussed earlier in this chapter have their computational
complexity depending solely on the varying properties of the regulatory framework
while keeping the properties of the process model static. Additional computational
complexity analysis can be done when considering more complex variants of the
process models used.

In this section we discuss about the computational complexity of proving com-
pliance of process models by including additional features in the process models. In
particular we discuss about the computational complexity of verifying compliance of
unstructured process model, and the computational complexity impact of including
loops in business process models.

4.1 Unstructured Process Models

The computational complexity analysis included in Section 3 focused on problems
where the the process models were structured. As mentioned earlier, one of the
advantages of such models is that their soundness can be verified in time polynomial
with respect to the size of the model. Verifying soundness means to check whether
every execution in the model is a proper execution, and capable of reaching the
end of the model. In other words checking that the process model do not contain
livelocks and or deadlocks preventing any of the contained execution to successfully
complete.

Unstructured business process models, which are not composed by properly
nested process blocks, as the instance shown in Figure 8, do not guarantee that
their soundness can be verified in polynomial time. As it has been shown by van der
Aalst [66], and Lohmann et al. [47], the semantics of business process models can be
captured by Petri Nets [52]. While this does not provide any direct result concerning
the computational complexity about verifying compliance of unstructured process
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model, it still provides an upper complexity bound, as coloured petri nets, one of
the more complex variants of this formalism, is known to be undecidable [19, 51].

t4

t3

t1

t2

t4

t3

t1

t2 t5

(a)

(b)

Figure 8: Unstructured Process Model

Open Problem

Studying the computational complexity of the problem of proving regulatory compli-
ance of unstructured process models is still an open problem. Knowing already that
if a unstructured process model is complex enough to require a coloured petri net to
represent its semantics, then also the corresponding problem of verifying compliance
becomes undecidable. Therefore, one option is to study which classes of unstruc-
tured processes do not require coloured petri nets to represent their semantics, and
how they affect the computational complexity of solving the problem of proving
regulatory compliance.

When studying how unstructured process models affect the computational com-
plexity of the compliance problem, it is also crucial to consider that such models
can be potentially translated into structured models, as discussed by Polyvyanyy et
al. [54]. However the computational complexity cost of such translations should be
still factored in the computational complexity of the problem, which still requires
to be studied.

4.2 Loops
Loops are structures that allow to repeat the execution of parts of a process model.
Figure 9 shows a process model containing a loop structure, in this model, the
execution of the pair of tasks t4 and t5 can be executed any number of times between
one and infinite. By allowing repeated executions of some of its elements, some
issues can arise affecting the computational complexity of the problem of verifying
regulatory compliance. In this section we discuss some of out intuitions behind these
possible issues affecting the computational complexity of the problem.
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(a)

(b)Figure 9: Process Model containing Loop

Infinite Possible Executions

By allowing repeated executions of some components of a process model, the max-
imal length of their executions is not constrained anymore by the number of tasks
contained in the process model, but can become potentially infinite as a task within
a loop can be executed an infinite number of times. Therefore, approaches based
on verifying directly whether the traces4 of a model comply with the regulatory
framework, are not applicable to this variant of the problem as some of these traces
can in theory be infinite, and such approaches could never terminate and return a
result.

Therefore, introducing loops into the model would make pure brute force ap-
proaches, the ones analysing the generated traces of a model, completely obsolete.
We argue that similar issues would apply to every approach analysing the traces
instead of the structure of the model, however techniques to recognise repeating
patterns in the process’ states could be potentially used to recognise loops and study
their compliance effects. However whether this techniques would work, and the ac-
tual computational complexity of the problem including loops are both unanswered
research questions.

Structural Analysis

Differently, approaches that analyse the process’s structure without the need to
analyse each trace explicitly, would still be able to terminate in a finite amount of
steps. Thus, we argue that such kind of approaches, which do not need to explicitly
analyse the traces, are the only viable approaches when dealing with process models
containing loops.

4As a reminder, a trace is the sequence of the tasks in an execution with associated process’
states at every step of the execution.
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However, the theoretical computational complexity of the variants of the problem
identified in Section 3, with the inclusion of loops, is at least as difficult as the ones
not including loops. This is due to the additional complexity brought by including
the loops in the process model. While the added complexity may not necessarily be
enough to increase the computational complexity class of the variants to harder ones,
a through analysis of the computational complexity of the new variants including
loops is still required in order to properly classify them.

Relating to Complete Turing Machines

We discuss now the intuition concerning why introducing loops in business process
model, in addition to including conditions in the decision points5, would allow poten-
tially to simulate universal Turing machines using these extended business process
models.

Definition 18 (Turing Completeness). In computability theory, a system of data-
manipulation rules (such as a computer’s instruction set, a programming language,
or a cellular automaton) is said to be Turing complete or computationally universal
if it can be used to simulate any Turing machine.

Considering now adding into the business process models conditions for its loops,
like starting and exit conditions, and decision condition for the mutual exclusive
paths in the process model, it becomes more and more evident how the elements of
a business process model can simulate different structures common to programming
languages, such as various type of cycles and decision blocks. As these programming
languages are generally known to be Turing complete languages, such as for instance
Java and C++, considering the process state as the computational state of Turing
machine, and the possible executions of a model as the possible computations of
the Turing machine, then we can conclude that with these additions, such models
become Turing complete.

As a consequence, considering the halting problem6 [65] affecting Turing ma-
chines, it would then also affect the problem of proving regulatory compliance of
business process models including loops. Which, in turn, would make the problem
of proving compliance in general undecidable.

5We consider as decision points XOR blocks and loops, where a decision is required to be made
concerning which branch to execute, or whether to exit the loop.

6The halting problem is the problem of determining, from a description of an arbitrary computer
program and an input, whether the program will finish running or continue to run forever.
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Relation to Fairness

Given the relation between the problem of proving regulatory compliance of business
process models and computer programs, which becomes particularly clear when loops
and conditions are introduced within the process model. It is only fair to discuss
some of the related work dealing with the termination of computer programs, in
particular as the computational complexity of dealing with such more advanced
variants of the problem is related to the undecidability of halting problem.

The relation we are going to discuss is the one with the concept of fairness for
model checking verification as discussed earlier by Francez [21], which can be intu-
itively understood as the following: given two properties of comparable importance
for a problem, if a certain effort is put into the verification of one of the property,
then it is only fair that the same amount of effort is put towards the verification of
the other property. Such concept led to Cook et al. [15] to investigate the verifica-
tion of liveness properties of programs in addition to their safety properties. Others,
such as Dobrikov et al. [17] proposed implementations under fairness assumptions,
capable of verifying how fairly model checking approaches perform, with limited
overhead. Moreover, Kesten et al. [43] propose a fairness based approach based on
LTL for model checking verification, showing that the introduction of fairness allows
to close the gap with other approaches using CTL, as by using strong fairness, LTL
properties can be verified on the model being checked without having to completely
unfold the model to generate the possible states.

Adopting fairness to verify properties of models allows to do so without having
to unfold these models and explicitly verify the possible states, in particular by
adopting strong fairness, which is also referred as compassion. This requirement,
compassion, stipulates that, given two types of states, then in every computation
which verifies infinitely many of one of the types, is also required to verify infinitely
many of the other type.

Considering now the problem of verifying regulatory compliance of business pro-
cess models including loops, and assuming the existence of conditions governing
choices such as mutually exclusive paths in the model, and whether a loop should
be repeated or exited. It can be noticed that fairness based approached for model
checking can be adapted to deal with such kind of problems. In particular, if we con-
sider loops in a process model and its entering and exiting conditions as conditions
leading to two different types of states for which we require strong fairness, then
approaches verifying compliance, even by analysing the traces of the model explic-
itly, would be required to analyse an equivalent amount of states within and outside
loops, guaranteeing to consider in such a way traces that represent full executions
of the model. While this technique can prove useful to verify partial compliance
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of process models, as it requires to find a compliant trace, further analysis may be
necessary when dealing with full compliance, as in order to be classified as such,
every possible trace must be considered and verified.

4.3 Summary
Despite the added expressivity introduced by using unstructured business process
models and loops can be useful to represent real world problems more faithfully,
how such additions would affect the computational complexity of the variants of the
problem discussed in Section 3 remain for the major part an unanswered research
question.

5 Classification of Existing Approaches
In this section we consider and classify according to the variants identified in the
present chapter some of the existing approaches proposed in the literature, and
aiming to prove regulatory compliance of business process models. We organise the
approaches according to the main technique used to solve the problem of proving
regulatory compliance.

5.1 Control-Flow Based
These approaches focus on checking the execution order of the tasks in the business
process models. To do so, temporal logic is generally used to verify properties over
the execution orders of the tasks, some instances of this type of solution have been
provided by Awad et al. [4], and by Lu et al. [48]. As the properties expressed
through temporal logic formulae apply through the whole extents of the executions
of the model, and refer directly to the tasks7, then we can assign these approaches
to the variant nG- of the problem.

Other approaches based on the control-flow can use different formalisms to rep-
resent the constraints between the execution order of the tasks. One of such ap-
proaches proposed by Groefsema et al. [34], uses CTL*8 to describe the constraints
between the execution order of the tasks. As this approach allows to express con-
ditional constraint, it can then be classified as belonging to the variant nL-. Mind

7Having constraints referring directly to the tasks, in this case where temporal logic is used,
it means that some constraint over the execution order is expressed between two particular tasks.
When this is the case, the constraints refer to the labels of the tasks, which can be considered as
propositional literal.

8CTL* is a combination of computational tree logic and linear temporal logic, which allows to
combine path quantifiers and temporal operators.
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that the approach proposed by [34] adopts also some practical optimisation, as it
does reduce the space-state while preserving the information contained in the con-
current components of the model. This provides only a practical optimisation for
the problem, while the theoretical computational complexity still holds for its worst
case scenarios.

5.2 Temporal Logic Related
The approach proposed by Elgammal et al. [18] introduces a new language to repre-
sent the execution constraints between the tasks of a business process model. This
language, named Compliance Request Language, is used by [18] to define patterns
that must be followed by the executions of the model. While the language proposed
allows to compactly express these patterns, the authors shows that Linear Temporal
Logic can be used to represent the patterns. As the constraints over the executions
of the business process model are conditional, we can assign this approach to the
variant nL-.

5.3 Classical Logic Related
Considering now approaches [45, 23, 41, 35] adopting classical logic formalisms to
represent the constraints over the execution of the process model, the introduction
of logical formulae allows to represent more complex conditions and constraints.
For instance the constraint over the order execution of a task can be conditional
with respect to the execution of a set of tasks, or the combined effects of a set of
tasks must be achieved before a given deadline. Given the expressivity that can be
achieved by such approaches, then we classify as belonging to the variant nL+.

5.4 Modal Logic Related
Other approaches, such as the ones proposed by Sadiq et al. [59], and Governa-
tori [24], adopt modal logic to represent the constraints over the allowed execution
orders of the tasks of a business process model. While the inclusion of modalities
over classical logic based approaches allows to improve the expressivity of the con-
straints, the more expressive constraints are still compatible with the variant nL+
of the problem.

5.5 Practical Optimisations
Given the inherent computational complexity of the problem, several approaches
have adopted techniques allowing to reduce the search state-space of the problem to
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Problem Variant Approach
nG- Control-Flow Based [4]

Control-Flow Based [48]
nL- Control-Flow Based using CTL* [34]

Temporal Logic [18]
Practical Optimisation [53]
Practical Optimisation [8]
Practical Optimisation [60]
Practical Optimisation [20]
Practical Optimisation [39]

nL+ Classical Logic [45]
Classical Logic [23]
Classical Logic [41]
Classical Logic [35]
Modal Logic [59]
Modal Logic [24]

Table 4: Classifying Existing Approaches

limit the state explosion in concurrent processes. However, these approaches either
generate large amounts of overhead, such as for instance the one introduced by
Nakajima [53], or lose information on concurrency and the orders of local tasks due
to the linearisation of the concurrent components of the process model, as shown
in the following approaches [8, 60, 20, 39]. We classify the approaches based on
practical optimisations as belonging to the variant nL-.

5.6 Summary
We conclude this section by summarising the classification of some of the existing
approaches in Table 4.

The first thing that can be noticed is that every single approach falls into the
NP-complete computational complexity class when the goal is to prove partial com-
pliance of a business process model. Differently, if the aim is to verify whether a
model is fully compliant with the given regulations, then the logic based approaches
are in coNP-complete, while the others can be theoretically solved in polynomial
time.

The second and final observation over Table 4, concerns the distribution of the
approaches over the various variants of the problem. We would like to point out that
when global ordering constraints, as given in control-flow based approaches, then
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the problem lies in the nG- variant. Introducing conditional constraints, usually
through the adoption of temporal logics or derivates, moves the problems into the
nL- variant. Finally, when full fledged logical formalisms are used to represent the
constraints, then the problem reaches the most difficult variant discussed in this
chapter: nL+.

6 Conformance and Normative Reasoning
In this section we discuss some disciplines related to the problem of proving regula-
tory compliance of business process models. In particular we discuss conformance,
verifying whether a trace from a log is a proper execution of a given process model,
and normative reasoning, the discipline tasked with reasoning and deal with norma-
tive concepts, such as obligations and violations.

In addition to discuss the relations of these disciplines with the problem dis-
cussed in this chapter, we also discuss their computational complexity and how it
relates to the results presented in this chapter for the problem of proving regulatory
compliance.

6.1 Conformance Checking
Conformance checking, as defined by van der Aalst [69], refers to the discipline
of verifying whether the executions contained in a given event log are the proper
executions of a given process model. To put it differently, using van der Aalst words:
“The goal is to find commonalities and discrepancies between the modeled behaviour
and the observed behaviour.”

While conformance checking and compliance checking are orthogonal disciplines,
mainly related as both deal with business process models, both prove useful in
verifying the properties of models and their actual behaviour, and used together
allows to ensure the compliance of the actual behaviours of business process models
in real life scenarios. Considering a business process model used by an organisation,
its compliance can be verified by using one of the many available techniques. In
particular, if we focus on the case where full compliance is being proven for such a
model, what is verified is that every proper execution of the model is compliant with
the regulatory framework in place. However, while this is indeed a desirable property
of a business process model, as van der Aalst mentions, its not always the case that
the modelled behaviour of a business process model in an organisation, perfectly
reflects the actual observed behaviour of how such organisation performs its business.
Therefore, conformance becomes extremely important to verify whether the actual
behaviour follows the modelled one, ensuring in this way that the organisation is
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compliant with the regulations. Moreover, when discrepancies are detected, it is
desirable to realign the modelled behaviour of the organisation with the observed
one, using available techniques such as for instance process mining [70]9, in such
a way the compliance of the realigned model can be rechecked and if the actual
behaviour of the organisation keeps following the realigned model, then regulatory
compliance is assured.

Token Replay

A technique to verify conformance of traces in a given event log with respect to a
business process model is by using token replay [58]. This technique, as the name
suggests, consists of trying to replay the traces over the model. One thing to notice,
is that this technique is originally designed to verify the conformance of event logs
with workflow models based on petri nets, such as the approach proposed by [1], as
described in Chapter 4, Part 2, Section 2.2. Despite this difference, the technique
can be adapted to deal with business process models as well, especially given their
similarities as pointed out by [44].

The original technique, replaying traces over workflow models constructed using
petri nets, is based on going through the list of tasks representing the trace being
checked whether it conforms with the workflow model. The workflow is setup having
a token in its starting place, and each task in the trace is then checked to verify
whether the current state of the model allows its execution, in accordance to the state
of the tokens10. After, tokens in the precondition set are consumed and recreated
in the postcondition set of the task in the model. This is repeated for every task
composing the trace, and at the end of the analysis, every discrepancy detected, like
missing required tokens to execute a task in the order defined by the trace, as well
as remaining tokens in the model’s places, with the exception of the final place11, is
considered to determine how much deviation there is between the observed behaviour
and the expected behaviour of a model. Naturally, when the trace is a proper trace
of the model, then no discrepancies are detected.

9With the term process mining, we refer to techniques capable of distilling a business process
model fitting a given event log of traces. Such techniques can be used to construct a process model
from scratch, or to adapt existing process models to properly fit the actual observed behaviour.
While this is another relevant discipline related to business process models, we do not delve in
its details in this chapter as it is only marginally related to the problem of proving regulatory
compliance.

10As a reminder, in a Petri Net a task, also referred to as a transition, can be executed if every
place in its precondition set contains a token.

11A workflow model based on Petri Nets, is considered to be sound if it is executable without
leaving tokens within its internal places after the execution is concluded.
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Data Driven Conformance

Understanding whether an execution, composed by simple sequence of tasks, belongs
to a process model is important. Considering only the execution sequence may be in
fact not enough to properly measure conformance. The execution of business process
models involves additional factors, such as the state of the execution, in other words
the data corresponding to the execution. This is represented in the present chapter
as the process’ states and associated to the execution of the tasks of the process in
their corresponding traces.

Efforts towards this taking into account data while measuring conformance has
already been made, as for instance by De Leoni et al. [16], which adopt an approach
using A∗ to calculate the alignment12 between the trace being evaluated and the pro-
cess model, which allows to evaluate data and resources in addition to the execution
order of the tasks in a trace.

While De Leoni et al. [16] claim their approach to be sub-linear in time with
respect to the size of the log and model being evaluated, it must be considered
that being A∗ heuristic based, hence trying to optimise the search space being in-
vestigated by smartly reducing it, there is always the possibility that part of the
search space containing the optimal solution (or a solution) for the problem to be
discarded. In general, conformance verification procedures are solvable in time poly-
nomial with respect to the size of the problem, as for instance the approach proposed
by Sun and Su [64], based on solving syntactic characterisations of some subclasses
of DecSerFlow constraints13.

Conformance and Legal Requirements

In addition to data, sometimes it is necessary to verify whether the actual behaviour
of an organisation (its logs) conforms with the legal requirements in place. While
business process regulatory compliance represents a way to indirectly verify this
through its pairwise use with conformance checking, sometimes a more direct ap-
proach is desirable in particular to determine if the actual execution of instances of
the process do not violate legal requirements. In this case, we can speak of run-time
compliance (if checked while a process instance is executed) or auditing (if it is a
post-mortem analysis of the instances). Generally, run-time compliance with the le-
gal requirements can be handled with the same techniques adopted for design-time
compliance. However, there are a few differences: the first is about the data to be

12Alignment is a measure related to conformance, and it measure how close, aligned, is a given
execution with the possible executions of a given process model.

13DecSerFlow is an extensible language, which stands for: declarative service flow language. It
can be used to specify and monitor service flows, in addition to verify their conformance.
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used for the annotations. At design time, we do not know the actual value for the
data (and most approaches assume annotations expressed as propositional/boolean
variables) and those values must be instantiated by the actual value occurring in
the instances of the processes. After the data has been instantiated, the theoretical
complexity of auditing is reduced to the complexity of the underlying logic/frame-
work given that the number of states is linear and it is determined by the number
of entries in the process log (and every instance corresponds to a single trace of the
process model). For run-time compliance, the issue is whether one is interested to
check if the current instance at the then current task is compliant, in which case
the complexity is the same as the complexity of auditing (given that the problem is
reduced to the case of a single trace); alternatively, one can check if it is possible
to terminate the current instance with no violations or all possible terminations are
compliant. Clearly, both cases reduce to the situation where we have to determine
if a sub-process model is compliant; in particular the (sub-)process model obtained
by the original process model where we delete all paths not passing from the current
task, and identifying the start of the (sub-)process model with the current task.
Hence, the problem of determining if there is a compliant termination is reduced
to the case of partial compliance, and all possible termination are compliant to full
compliance.

6.2 Normative Reasoning
Finally, after having discussed the relation between business process compliance and
conformance, we discuss the further relations with the area of Normative Reasoning,
tasked about reasoning about norms and normative concepts, and how they affect
various type of environment. While many different formalisms/logics/frameworks
have been proposed for normative reasoning, ranging from various deontic logics
[22], different systems of non-monotonic reasoning [56, 40, 25], event calculus [61],
Input/Output logic [50] and various forms of expert systems and AI and Law systems
[5], the study of the complexity of legal and normative reasoning has been largely
neglected. Despite this, the complexity classes for the different approach is well
understood: modal logic [46, 36] for deontic logics, though, with almost no results
for conditional and dyadic deontic logic14; complexity of default logic, argumentation
[6] for non-monotonic reasoning, and ad hoc results for event calculus [7]. Practically,
all approaches are NP-complete or with higher computational complexity. In what
follows we briefly discuss some notable exceptions.

Some of the work dedicated to the complexity of normative reasoning concerns
14In general conditional logics received much less attention than their modal counterparts, for

some complexity results see [3].
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the investigation of the complexity of Input/Output logic [62, 63] where the com-
plexity of some I/O variants is investigated also in connection to the representation
of norms (including I/O with permissive norms; however, the work is dedicated to
the study the complexity of logics, and not to normative reasoning problems. Most
the problems (e.g., consistency, fulfilment) discussed by Sun and co-workers are not
tractable. For example, consistency is some of the basic I/O logic (simple-minded
I/O logic) is NP-complete, and fulfillment is coNP-complete, with higher complex-
ity for constrained I/O logics.

The second area of research related to computational complexity and normative
reasoning is the work on Defeasible Deontic Logic. Contrary to the work reported
above the Defeasible Deontic Logic (also known as PCL15 [31]), is computationally
feasible. [29] and [26] extended the result by [49] proving that the extensions of
Defeasible Logic with deontic operators and violation operator of [27] is still com-
putationally feasible, and the extension of a defeasible theory can be computed in
P, more specifically, the problem is linear in the size of the theory, where the size
of a theory is given by the number of rules and instances of literals in the theory.
The result was further extended to included permission and weak permissions [25].
Similarly, [33] prove that temporalising PCL, allowing for explicit deadlines, and
compensation does not increase the complexity of the logic, and the temporal ex-
tension can still be computed in time linear to the size of the theory, where, in this
case, the size depends also on the distinct instants of time explicitly appearing in
the given theory; this extends the result in [32].

[26] applied the work to the execution of business contracts, thus the performance
of a contract can be executed in linear time. Furthermore, they discussed the issue of
comparing contracts and proposed a normalisation procedure to this end. However,
they did not investigate the complexity of the normalisation problem. [33] address
this issue in the context of a temporal extension of the logic, and while they do not
give a complexity result they provide an (exponential) upper-bound. Accordingly,
they conjecture the problem to be computationally hard but argue that it might not
be a problem for real life applications since the problematic cases are typically not
very frequent and limited in the number of parameters.

In [28] the logic was used for modelling agents, in particular to the modelling
of the so called social agents, i.e., agents where there is a conflict between one of
their intention and a norm, they give an higher preference to the norm, dropping
thus the conflicting intention. However, Governatori and Rotolo shown that there
are situations where, even for social agents, adhering to the agent plan ends up in a
non-compliant situation. Accordingly, the restoring sociality problem is to identify

15Process Compliance Logic.
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a set of agent’s intentions to drop to prevent the agent’s plan to be non-compliant.
Governatori and Rotolo proved that when norms and agents are represented using
Defeasible Deontic Logic the restoring sociality problem is NP-complete. The logic
employed in [28] can be used to model business processes, after all, one can consider
a business process as the set of traces, where each trace is a sequence of task, where
the annotations corresponds to the effects of the tasks, and the states include the
preconditions of the tasks. Hence, the plan library of an agent can be understood as
business process (or a set of business processes), where the intentions and the facts
of a theory determine what are the traces/processes/sub-processes to be executed.
Accordingly, the restoring sociality problem can be seen as a special case to recovery
from non-compliance for business processes (in the nL- space).

7 Summary and Open Problems
In this chapter we focused our attention on the computational complexity of prov-
ing regulatory compliance of business process models. We first describe the vari-
ants of the problem by reusing the same classification used by Colombo Tosatto et
al. [11]. After discussing the existing computational complexity results, we moved
to discussing neighbouring areas which still require much investigation, in order to
understand the computational complexity of a broader spectrum of the variants of
the problem.

Finally, we conclude this chapter by listing the open problems identified.

7.1 Proving Partial Compliance for the Variant 1L-
This particular variant of the problem of proving regulatory compliance, identified
by Colombo Tosatto et al. [11], involves verifying whether a structured business
process model is compliant with a single conditional obligation whose parameters
are represented by using propositional literals.

While Colombo Tosatto et al. proposed a conjecture, reported in Conjecture 2,
stating that the variant 1L- should be able to be solved in time polynomial with
respect to the size of the problem, we proposed in the present paper the opposite
conjecture in Conjecture 1. However, no formal proof have been provided to show
that the conjecture is correct. Therefore, proving that either 1L- belongs to the
computational complexity class NP-c, or to the class P, remains a problem to be
solved.

Conjecture 2 (1L- is in P). We currently have no information about the computa-
tional complexity of 1L-. That is, we cannot infer its belonging to a computational
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complexity class in a similar way as for nG+, as in this case the simpler variant
(1G-) is in P.

Our conjecture is that the computational complexity of 1L- is in P. We have
proven that moving from - to +, or from 1 to n, definitely brings the complexity
into NP-c. In general, solutions tackling such variants have to explore the entire set
of possible executions in the worst case scenarios, which precludes efficient solutions.
Despite moving from G to L seems to definitely increase the complexity, we strongly
believe that it does not influence the computational complexity of the problem enough
to move it into NP-c, and polynomial solutions are still possible.

7.2 Proving Regulatory Compliance of Unstructured Process Mod-
els

While the computational complexity of proving regulatory compliance of structured
business process models has been extensively studied, the same cannot be said for
unstructured process models. Therefore, a thorough analysis of the computational
complexity for these unstructured variants of the problem is still an open problem.
Considering that unstructured process models become structurally very similar to
petri nets, investigating this similarity can be the initial step towards this analysis.

Moreover, as currently for structured process models, the variants of the problem
are identified solely on adopting different properties of the regulatory framework
being used to check regulatory compliance, identifying a set of structural properties
of the models would allow to identify additional variants of the problem on the top
of the ones already identified. The advantage in this case could be to allow a divide
and conquer approach for studying the computational complexity of the problem,
and possibly identifying simpler and harder versions of the problem.

Finally, given the relations with petri nets, correlating the structural properties
of the variants of the compliance problems involving unstructured processes with
known issues of petri nets (i.e., the undecidability of coloured Petri Nets) may be
able to provide interesting results, which can potentially benefits both problems.

7.3 The Impact of Loops

Loops can be included in the business process models to improve the expressivity of
the problem, allowing the repeated execution of tasks. Despite the obvious usefulness
of including these type of constructs in process models, how much their inclusion
increases the computational complexity of the problem in either structured and
unstructured variants has not yet been studied.

As discussed in this chapter, introducing loops in business process models brings
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them closer to complete Turing machines, which also leads to the inheritance of the
problems affecting them (i.e., undecidability due to the halting problem). Therefore,
as mentioned while discussing the open problems related to proving compliance of
unstructured processes, identifying a set of properties allowing to identify a relevant
number of variants can help in the computational complexity analysis, as well as
allowing to identify, if it exists, the line between these problem’s variants separating
the ones which can be considered complete Turing machines from the ones which
cannot.

7.4 Conformance

While only tangentially related to the problem of proving regulatory compliance of
business process models, the solutions for these problem can be used in combination
to ensure stronger properties. While the computational complexity of verifying
conformance has been shown to not be a big obstacle for the problems considered,
their scope can be definitely broadened to cover more interesting variants, such
as for instance considering the regulatory requirements provided by a regulatory
framework while conformance is being verified, where the additional challenges are
related to the data (how to ensure that the “concrete” data at run-time/auditing
correspond to the “abstract” data specified in the annotations of the tasks. In
addition, normative requirements can span across multiple instances of the process
(and multiple processes) and, in general, the instances are not synchronised.
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Abstract

Given the dynamic environment and the ever-changing international con-
text, it is pivotal for companies to be able to quickly and effectively identify
potential threats and opportunities. This can be done via environmental scan-
ning, that allows to develop potential scenarios which help in proactively plan
responses to potential risks. Yet, the process of scanning, and the design and
analysis of scenarios, is extremely expensive, as it has to be done manually.
Therefore, they cannot be exploited as often as they should to deliver the max-
imal benefit to a company.

In this chapter, we propose the use of Artificial Intelligence (AI) techniques
to support the PESTLE analysis, a managerial tool used to identify those ex-
ternal factors which might affect a company. In particular, we focus on one of
the environments scanned through PESTLE, the legal environment, and how
AI can support this time and labour consuming process.

1 Introduction
Companies operate in an ever-changing and dynamic environment. It is not suffi-
cient being able to react to these changes, in order to be competitive and capable
to provide consumers with the right product or service. By the time a business
has reacted on the information collected, and has implemented the right strategy to
react to a change, it would be probably too late. The most effective way to maintain
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a company competitive is to dynamically anticipate these changes. By undertaking
environmental scanning, from which it is possible to develop scenarios, this might
be successfully achieved [12]. There are evident limitations in scanning the environ-
ment, and one of this is the approach utilised which might vary from significantly
organised and principled to totally random. This not only influences the kind of
information which is possible to collect and exploit, but also the level of costs which
the business has to tackle. To avoid waste of resources, being aware of what is needed
is key to make the most of environmental scanning and scenarios strategies. This
chapter is focusing on one specific approach widely utilised in business management
to help articulate the macro-factors which can influence a business, the PESTLE
analysis. This framework considers Political, Economical, Social, Technological, Le-
gal, and Environmental factors as the main external macro-factors influencing a
business strategy.

The recent advancement in technology, and especially the growing abilities of
Artificial Intelligence (AI) techniques, might facilitate businesses in collating infor-
mation and ease the scanning and strategising process. There has been, in particular,
a significant amount of work in AI for dealing with laws and regulations. Dedicated
conferences and workshops, such as JURIX1 and ICAIL2, and journals such as Ar-
tificial Intelligence and Law (Springer) focus on the design and development of AI
approaches fit for the purpose of analysing and processing legal documents. Recent
related work in the area focused, for instance, on the newly introduced EU General
Data Protection Regulation, and include the use of machine learning systems to
automatically check the compliance and adequacy of privacy policies [16], and the
introduction of a dedicated GDPR ontology [26]. More general works include the
possibility to query a knowledge base of laws, in order to be provided with rele-
vant paragraphs as answer [15]; the automated analysis of the interaction between
legal systems in terms of possible arising conflicts for agents that have to operate
in accordance to them [21]; and the use of a compliance management framework
to expressively represent the specifications of normative requirements that impose
constraints on various activities of a business process [18]. On related topics, there
has also been a significant amount of work in investigating the use of AI approaches
in courts [5, 9].

Here the authors discuss the possible benefits deriving from the exploitation of
AI techniques to one of the macro-factors considered in the PESTLE analysis, the
legal environment. This specific environment was chosen because it presents clear
opportunities of classifications. Thus, it might foster the design of a modular ap-

1http://jurix.nl
2https://icail2019-cyberjustice.com
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proach, where each module is capable of addressing the needs of a specific class, while
maintaining flexibility and extensibility. Each module can therefore be designed and
developed in isolation, and the most appropriate approaches can be exploited ac-
cording to needs and requirements. The main contribution, beside the classification
of main aspects that businesses have to deal with in regards to the legal environ-
ment, is the analysis of potentially-suitable AI methods, and the description of an
overall framework that can be used as a basis for the design of the aforementioned
modules.

The remainder of this paper is organised as follows. The next section further
explores the PESTLE framework and its importance in businesses’ decision-making
process. Section 3 gives details of the legal environment, and Section 4 introduces
the proposed classification of legal aspects to be dealt with in the context of the
PESTLE analysis. The modular AI framework is described in Section 5. Finally,
Section 6 gives the conclusions and highlights future works in the area.

2 The PESTLE Analysis

Despite being called PESTLE analysis, PESTLE is not an analysis instrument but
more a framework used to remember all the important factors which might influence
an environment. In particular, it is one of the most exploited models used to analyse
the main variables which might influence the company’s decision-making processes
at a macro level. [23]. In particular, the name of the model is an acronym for the
six external variables –the first version included only four– which are fundamental
considering when developing or expanding a business: Political, Economical, Social,
Technological, Legal, and Environmental (Figure 1). Companies utilise this model
to investigate macroeconomics changes which are uncontrollable and unavoidable [7].
By being able to identify, investigate, and classify the impact of all these variables,
managers are facilitated in identifying eventual threats which are not possible to di-
rectly control, evaluate potential high risks, and anticipate and limit these risks by
developing possible future scenarios [6]. By doing so companies can conceptualise
different scenarios, and develop potential alternatives. The model is particularly
utilised when business are developing new products, or are expanding in new coun-
tries or new markets. However, it is also used on a regular base for understanding
markets dynamics and cycles, and as such to eventually evaluate the position, po-
tential and direction for a business [8].

Currently, PESTLE analysis is still performed manually: human experts have to
collect relevant information and analyse them in order to suggest the most promising
strategy to adopt in order to achieve the company’s goals. Political and Legal fac-
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tors are particularly demanding to investigate in terms of human labour and costs.
Different countries and industries have specific bodies of law and principles which
regulate any aspects of their market, contracts, business and stakeholders relation-
ship. Moreover, these bodies of regulations tend to be updated and revised often,
and even keep control of the changes requires some effort. Big companies inclusive
of internal legal teams might face an easier process when collecting and analysing
information aimed at developing new business opportunities. Yet, the time-cost and
labour-cost for the collection and analysis of information is still high. For what con-
cerns small companies, to time-cost needs to be added the cost of relaying on external
legal experts which might facilitate gathering and analysing the information needed.
On top of these costs, when entering new countries other barriers might complicate
the process for both big and small companies, such as the language. There are or-
ganisations (private and governmental) which help small medium enterprises when
exports are concerned: such as the JETRO to enter Japan, or Austrade to exit Aus-
tralia [2]. In any case, even lawyers cannot always be knowledgeable of all the details
concerning domestic, international and foreign legal aspects [28]. As a consequence,
by being able to initiate an understanding of a legal environment without the need
for employing a significant amount of resources, companies could drastically reduce
the initial costs of these processes and positively effect their performances.

The use of AI techniques to scan the legal environment for information and po-
tential threats might help scanning even the smallest creases of laws and regulations
and help firms avoiding the risk of missing some critical aspects which a human being
even if well trained might miss. The implementation of AI techniques in this scenario
has to be considered as an aid for firms’ initial explorations regarding new opportu-
nities for business,to assist people and not to substitute them. AI could facilitate the
planning for the launch of a new product, the opening of a new retail store, or even
to prepare in view of important legislation changes as recently the mandatory im-
plementation of the EU General Data Protection Regulation (GDPR)3. Finally, AI
techniques could also facilitate the comparison between different potential strategies
and help decide which one might be more effective under specific circumstances.

3 The Legal Environment
The number of legislation and regulations affecting businesses has significantly in-
creased in the past decades, mainly due to global markets, and the expansion of
e-commerce. Three are the main purposes that these legislation are attempting to
achieve: protecting markets and society from irresponsible behaviours; protecting

3https://eugdpr.org
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Figure 1: The PESTLE model, which emphasises the Political, Economical, Social,
Technological, Legal, and Environmental aspects to take into account.

consumers’ rights; and protecting companies from unfair competition [29]. It is
important for companies and managers to be aware not only of current legislation
and practices, but also of possible future development of public interest groups and
legislation directions [29]. The possibility to utilise AI techniques to investigate the
legal environment is an important perspective to avoid excessive costs at the be-
ginning of a new process. This does not mean that firms will not need legal teams
and consultants anymore. However, an initial scanning of the legislation might ease
companies’ processes, despite the fact that law bodies are still largely depending
on human interpretation. It might be worth considering also that different cultures

1069



Grassi and Vallati

have different way of approaching potential legal issues. For example in Japan al-
though an increase in number of lawyers per capita, the demand for legal services is
not as high as in other countries.4

As it will be properly analysed in section 4, one of the most difficult things
to grasp in the legal environment is the different institutions and interest groups
involved in a market and the hierarchical level they are operating at. There are
national, international, and global legislation to considered, together with extra-
jurisdictional bodies and institutions. Thus, it is pivotal to know who is jurisdic-
tionally responsible at a specific level. There might be a national regulation in place
regarding contracts, which might be override by an extra-national body. An example
of international institution is UNCITRAL, a commission established by the United
Nations to help in filling a communication gap between different countries and they
created a Convention regarding contracts which is quite similar to an article of the
United States Commercial Code, so to facilitate tradings between the US and other
countries [28]. It is because of this diversification of bodies involved that this paper
is providing an initial framework which collate the most significant levels to consider
in a legal scanning.

3.1 Why AI might help the Legal Scanning
There are several reasons which brought the Authors to focus on the opportunities
of applying AI techniques to a business tool such as PESTLE. On of these is that
the number of news regarding law infringements committed by big corporations is
exponentially increasing, especially due to the perfection of regulations concerning
global markets and grey areas. In the UK there has been an increase of corporate
fines up to 18 percent from 2016 to 2017 and only referring to health and safety
regulations breach.5 There are several other examples of law infringement: from
trade mark, to tax evasion; from unfair competition, to violation of labours’ and
humans’ rights. Not to mention law suites between corporations due to suspect
copyright infringements and copycats. Apple vs Microsoft, Google vs Apple, Gucci
vs Guess.6 Of course many examples might lead back to unfair business behaviour,
where corporations are well aware of their acting borderlines. Yet, there are many
cases where law violations are due mainly to lack of knowledge and information.
It is for these cases that the use of AI techniques might be of an aid and help to
avoiding not only the waste of resources before starting the process, but also the

4https://blogs.wsj.com/briefly/2016/04/03/the-legal-industry-in-japan-the-
numbers/

5https://www.hsmsearch.com/Corporate-fines-up-in-one-year
6https://realbusiness.co.uk/6-famous-copyright-cases
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waste of money after due to having broken the law. It is important to consider that
law violations have a significant financial repercussion on the business. However,
another crucial aspect which derives from braking the law is the business’ image
damage. The bad publicity and PR which might derive from these episodes is
sometimes even more dangerous than a fine and might permanently damage the
ability of a firm to compete and generate profits.

The implementation of AI techniques in analysing the legal environment might
prevent significant damage for companies. One of the most significant and recent
example where AI might have helped in preventing significant losses is the breach
of data protection. Many times these breaches happened because of the inability of
a companies to adhere to the GDPR regulations: among others, Yahoo and Ebay
were asked to pay billions for having breached GDPR requirements. Although it is
one of the most nasty issue for businesses at the moment, data breach is only one of
a numerous legal problems which a firm might need to face during its lifetime, and
this is mainly due to the fast changing legal environment their are operating within.
For example, Google was accused of tax evasion which derived from an uncertainty
of the international tax system which is changing7; the Royal mail faced accusations
of abuse of dominant position –breaking competition laws 8; and Hugo Boss was
caught in an health and safety breach9. In all the examples, the existence of an AI
system would have greatly benefit these companies and would have allowed them to
avoid paying fines and, as previously said, image damages.

4 A Legislative Classification Framework
As mentioned in the previous section, the legal environment is very complex and
investigating it requires a significant effort of time and resources. Although there
are numerous shades in any country legal system, it is possible to create an initial
classification framework which describes the main layers a business needs to consider
when approaching a new market (Figure 2). Far from being a mere academic exer-
cise, this classification plays a major role in fostering the use of AI for the legislative
environment in the context of the PESTLE analysis. As better detailed in Section
5, the notion of classes can be helpful in selecting the most relevant body of laws to
be analysed and considered for the reasoning, and can also characterise the sort of

7https://www.theguardian.com/technology/2016/jan/22/google-agrees-to-pay-hmrc-
130m-in-back-taxes

8https://www.theguardian.com/business/2018/aug/14/royal-mail-fined-competition-
law-ofcom-whistl

9https://www.shponline.co.uk/news/breaking-hugo-boss-fined-1-2m-for-health-and-
safety-breaches/
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interaction that human experts may require to investigate corresponding aspects.
The idea behind the framework is to be a checklist or a road map for businesses

through their initial legal scanning. Businesses are subject to numerous regulations,
and all these regulations affect the businesses at different level. There are global
agreements such as those implemented by theWorld Trade Organisation (WTO), but
also extra-jurisdictional regulations such as those oversaw by the European Union,
and finally national and local legislation issued by the hosting country. Furthermore,
in some cases, companies are free to negotiate special agreements which might set
them in a position of control over prices and competitors, allowing them to create
entry barriers for other industries. These kinds of negotiations (and contracts) have
to be considered as bodies of regulations which is not often easy to identify, especially
if the company is new in the specific market. To facilitate the understanding of the
different layers involved in a legal scanning a hierarchical framework was created as
represented in Figure 2.

MARKET
LEVEL

DEPARTMENT
LEVEL

BUSINESS
LEVEL

Figure 2: The classification of the legal environment into a hierarchical structure.
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4.1 Market Level

4.1.1 Global Jurisdiction

The first issue a company might face when starting a legal scanning is to understand
the hierarchical jurisdiction which is operating at market level. This is particularly
difficult if the company is considering to operate in an unfamiliar market. For
example, consumer protection and fraud prevention regulations are generally shifting
the burden of responsibility between countries and international bodies. Hence, be
aware of the boundaries and limitations of regulations is a first fundamental step to
avoid nasty issues and possible law suits. By being able to understand the rules which
apply in a specific market and their jurisdictional hierarchies, a company might save
significant resources. Yet, quick reactions and adaptations to the complexity and
the continuous changes of the legal landscape could be an extreme burden for some
companies. On this matter, a straightforward exploitation of AI may automatically
analyse the changes in the legal landscape, and assess whether the current policies
used by the company are complying or not.

As represented in Figure 2, a general classification of this first level divides the
market jurisdiction into global, international, and national. An example of how a
regulation could become global is the application of the GSM standard when the
mobile communication revolution started. In 1987 the EU circulated a technical
mandatory standard to regulate hardware and services related to mobile commu-
nication technological transformation. The transformation quickly became global
and the regulation generated large economies of scales effecting the entire world.
Furthermore, as mentioned in section 3, in an effort of creating a globalised mar-
ket, in 1966 the United Nation established the Commission on International Trade
Law (UNCITRAL). In 1983, UNCITRAL developed the Convention on Contracts
for the International Sales of Goods. This convention was an attempt of creating a
single language among nations and harmonising different legal systems when regard-
ing selling goods. Sometimes, as for the GSM example, not being able to quickly
respond to changes in standards and regulations might turn into losses of market
shares or of competitive advantages. Hence, it is fundamental to have a clear picture
of what are the main forces operating on the market the business is attempting to
approach.

4.1.2 International Jurisdiction

The same principle applies to international regulations, the second hierarchical layer
at market level (Fig. 2). There are agreements and laws which can affect businesses
which are operating in the European Union but, for example, not those which are
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operating in China or in the US. One of the most significant, and recent, examples is
the modernisation the European Union (EU) gave to the data protection regulations
by revoking the Directive (95/46/EC) in 2016 through the introduction of what
is widely known as the GDPR (General Data Protection Regulation - regulation
2016/679). This is a regulation which affects all businesses operating in the European
Union boundaries, and requires businesses to have appropriate mechanism in place
to guarantee consumers with the opportunity to decide on how and if businesses
can use their personal data. However, US businesses operating on the US soil are
not obliged to respect this regulation, unless they decide to start operating on EU
markets. Since the introduction of this strict regulations, there has been numerous
cases of businesses fined because in breach of the regulation, as mentioned in section
3. This is one of the clearer case in which the ability of quickly identifying loopholes
in the business procedures might have spared business from monetary losses and
image damages, where these kinds of breaches can also influence the kind of image
a firm is projecting towards consumers by not respecting their privacy. Another
fundamental aspect which often is regulated internationally to avoid anti-competitive
practices is price. An example is the legal battle which Microsoft have fight against
the EU with regard to specific components integrated in the operating system which
the EU wanted the business to make available separately. This dispute went on for
several years and cost the business precious resources in terms of time and especially
of money. These kinds of regulations are fundamental in the attempt of maintaining
a fair competitive environment, but yet, not being able to react quickly might cost
businesses a fortune.

4.1.3 National Jurisdiction

The third and final hierarchical layer at market level is the national jurisdiction.
There are numerous business aspects which are not regulated globally nor interna-
tionally; sometimes international bodies provide suggestions to the single countries,
but then depend on the country the decision to implement or not the provided sug-
gestion - as often happens in the EU. Examples of these kinds of legislations, to
mention some, are: the opening hours of retail stores; the imposition of specific
products’ taxation such as VAT in UK or IVA in Italy; safety regulation of products
and work environments; and patent and copyright.

4.2 Business Level

As previously discussed, there are numerous aspects to consider when initiating a
legal scanning, and the jurisdiction is the first important layer to investigate. Once
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the firm knows which bodies are regulating that aspect of the market, it is possible
to go further in depth to a more specific level: the business level. As represented
in Figure 2, this level can be divided in three macro-categories which encompass
all major regulations which might impact the most significant business practices:
Employees, Business Organisation, and Financial Control.

The Employees category regards all those laws and agreements which concern a
business workforce. Part of this category are employees contract legislations which
involve salaries, pension schemes, employees’ benefits; but also working hours, an-
nual leave regulations, work safety and environment conditions and so on. The
second category is the business organisation category. Here are considered all those
regulations which might influence the organisation structure of the business: from
the business hierarchical organisation, to consumers’ data management. The third
and final category at business level is the financial control category. Part of this
group are all those regulations regarding the financial aspect of a business: from
tariffs, quotas and taxes to pay; to the way profits are managed and divided among
shareholders.

4.3 Department Level

Finally, the department level represented in Figure 2 is the most specific of the three
levels and exemplifies all the divisions which might be involved in the business. These
regulations vary from specific legislations regarding advertisement content, to prod-
uct safety, packaging and labels; from competitive behaviours, to price regulations;
from trade marks and patents regulations, to selling techniques legislations.

To conclude this section, there are numerous aspects which need to be considered
according to the market and the country the business is operating in. The framework
provided in this chapter is an attempt of hierarchically categorise these aspects so
to make it easier to design AI modules that can deal with them. Some regulations,
as previously mentioned, might be established by a international organisation, some
others might depend on the specific legislation of a single country, or might be a
global agreement. Some agreements might affect the financial control of a business,
or the human resources management; or might be even more specific and dictate
specific opening hours for the retail store. By considering these three levels and all
their specifications, it is safety to say that a business would be able to scan the legal
environment and cover all the critical aspects involved.
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5 A Modular Framework for Fostering the use of AI in
Support of Legal Investigation for Businesses

The AI discipline has been increasingly turning its attention to the automated pro-
cessing of complex information encoded in a non formal structure, as it is the case
of laws and regulations. In fact, two main issues arise when dealing with such
type of documents and knowledge: a large body of rules and regulations are not
electronically stored; and these rules strongly rely on (potentially very different)
interpretations, that can depend on the context or on other involved aspects. The
first issue presents mostly barriers related to limiting the human effort which is
necessary to encode and classify the knowledge stored in paper-based documents.
However, there is a growing interest in encoding laws and regulations in some digital
form, to ease the search and analysis (also for human experts). The latter issue is
extremely challenging from an AI perspective, and is now object of significant re-
search. On the one hand, it is envisaged that the use of machine learning –that can
learn from past decisions and interpretations– may help on this matter. However,
on the other hand, such techniques tend to lack of explainability, and can therefore
lead to hard-to-understand and non-trustworthy results.

The large amount of work done in the area, particularly in the areas of Argu-
mentation and Knowledge Representation, suggest that a large part of the process
of the PESTLE analysis can be supported by AI-based agents. This is mainly the
case of the process of capturing knowledge and reasoning on top of it, for supporting
the subsequent human decision process. Leveraging on recent advancements, and
on the classification introduced in Section 4, we are now in the position to introduce
a framework for supporting legal investigation for businesses in the context of the
PESTLE analysis.

The proposed framework depicted in Figure 3 includes the following four ele-
ments.

• Legal documents. There is of course the need of an appropriate corpus of
legal documents, that can be encoded into suitable knowledge representation
structures. On this matter, in order to reduce the burden on human experts,
a number of automatic or semi-automatic approaches have been introduced.
Examples include [10, 24]. Notably, it is not necessary to incorporate all the
possible legal documents, but the classification provided in Section 4 has to be
used to identify relevant articles. This approach can help in reducing the size
of the data to analyse, and foster the use of more complex and more demanding
AI techniques in the other modules.

• Ontology. Ontologies represent the standard way to model the knowledge re-
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Ontology

Argumentation and 
KR approaches

Expert

Legal Docs

Human-AI 
interaction

Figure 3: The proposed framework for fostering the use of AI in legal reasoning for
businesses in the PESTLE context.

garding specific domains. In a nutshell, an ontology provides a structured way
to store, process, and search knowledge [27]. In a typical ontology, entities can
be defined, and relations between entities can be described and established.
Furthermore, characteristics and attributes of each entity can be specified, so
that an overall structure can be designed and exploited for processing pur-
poses. An ontology has to be structured according to the specific kind of legal
reasoning and knowledge that it has to support: it is not possible to design a
single general ontology to be used for supporting any kind of reasoning. Thus,
the classification provided in Section 4 has to guide the design of appropriate
ontologies, according to the desired type of reasoning. In literature, several
ontologies have been put forward to model specific kind of legal knowledge,
and different methods have been introduced to compare this knowledge [20].
Examples of ontologies for the legal domain include [25, 26, 3, 13].

• Query and Reasoning. This module focuses on dealing with the requests
made by users by querying the available ontology and performing appropriate
reasoning. The knowledge stored in the ontology can then be analysed using
argumentation approaches [11], so to provide an overview of the specific le-
gal matter to the user, through paragraphs pointers and a first argumentative
feedback. The field of argumentation provide means that can support auto-
mated reasoning. They propose arguments and counter-arguments to support
or defeat a given statement, similarly to the way in which human experts
would argue and debate. In that, conclusions reached by the approach can
be easily investigated and explained, and the strength and validity of raised
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arguments can be assessed. It should be noted that other approaches, for in-
stance techniques based on ASP [4] or machine learning [15, 17] have also been
investigated for querying purposes. The former class, similarly to argumenta-
tion, can provide answers to specific questions –potentially with explanations
for the answer given. The latter is more focused on identifying paragraphs or
articles where elements of potential interest for the user can be found. Here
the reasoning is left to the human experts, but there is the advantage that the
person can work directly on unstructured text.

• Human-Computer Interaction. The proposed framework involves and re-
lies on human experts. It is not supposed to be fully autonomous, but to
support the decision-making process of businesses. This architecture is de-
signed to maintain humans in the loop, and to make sure that provided results
are properly evaluated and assessed, in order to minimise risks for businesses.
Given this perspective, it is pivotal to design appropriate means for supporting
the interaction between humans and the system, and to support the explain-
ability of answers provided by the system. This is in line with recent trends
of research in the area [19, 1].

It is worth noting that the depicted AI framework has to be used as a blueprint
to deal with different classes of the legislative framework identified in Section 4.
This structure includes the main modules that have to be taken into account when
dealing with any of the legislative classes. Yet, the actual techniques and approaches
to exploit in each component can significantly vary according to the kind of questions
the expert can pose, and the type of answers that are expected. There is a spectrum
of potential interactions which might occur while implementing this framework, and
the following two questions exemplify the two extremes:

• What is the actual taxation in country X with regards to the class of products
Y? which requires a number (and possibly the corresponding legal article) as
an answer; Are our current internal regulations complying with the recently
modified employment laws? which requires a more complex answer, in terms
of identified issues and corresponding laws and articles.

Intuitively, different classes of the legal framework may require only one type of
interaction, with regards to the examples described above. In that case, the corre-
sponding module could be tuned to the specific needs. In other cases, different types
of interactions may be required, thus increasing the complexity of the AI modules.
For instances, classes like price and promotion can be better suit for the first kind of
interaction, while elements of financial control and employees rights may need the
second type of interaction.
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The human expert is still an important part of the process, and this is for two
main reasons. First, the human expert can make sure that the analysis performed
by the framework, as well as the provided reasons and arguments, is sound. It may
of course be the case that some notions have been misinterpreted by the frame-
work, or that some conclusions are based on, for instance, debatable or controversial
articles and bodies of text. It is of pivotal importance that results obtained from
the framework are reviewed by experts, and not blindly followed [14]. Second, the
human should be able to interact with the framework in order to explore different
scenarios and possibilities, either by changing the posed query or by objecting on
some steps of the argumentative process.

6 Discussion and Conclusions

Companies are operating an extremely dynamic environment, where frequent and
consistent changes to rules and regulations can have a disruptive impact on busi-
nesses if not timely and effectively dealt with. Companies can no longer just react
to changes, but they are forced to constantly scan the environment to proactively
identify threats and opportunities.

In this work, we investigated how AI can be used to support PESTLE analysis,
which is a managerial tool widely utilised to articulate all those macro-factors which
might influence a business. In particular, we focused on the legal environment, one
of the most challenging due to large bodies of laws and regulations which have to be
taken into account, and to its frequent changes. We introduced a classification of the
aspects that companies have to deal with regards to legislation, and we positioned
the different classes in terms of market, business, and department levels. The clas-
sification poses the pillars of the AI modular framework we introduced in Section 5.
The framework incorporates all the relevant aspects that need to be taken into ac-
count in order to support companies when dealing with the legislation environment.
Moreover, the classification helps in understanding the kind of interaction which is
likely needed.

The proposed framework could not be extensively empirically tested, due to the
required amount of information and strong involvement of companies and marketing
experts. However, we had some qualitative discussions with PESTLE and marketing
experts. Such discussions clearly indicate that an AI-based support for dealing with
legal aspects would be favourably received by companies. As said, companies are
struggling to quickly react to changes, and they are increasingly forced to take
complex decisions based on limited knowledge.

Noteworthy, while it is clear that businesses can benefit from the exploitation of
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AI, some scholars suggest that AI might also help consumers to protect themselves
[22].

We see several avenues for future work. We plan to engage with experts who
generally support companies in accessing new and international markets, such as the
UK Department for International Trade10; or other similar departments and institu-
tions. Such collaboration may lead to real-world case studies where the introduced
frameworks can be validated. We are also interested in running some experiments
with potential users, to better understand their requirements and needs. Finally,
we are of course interested in extending the proposed framework to deal with all
the other macro-factors considered by the PESTLE analysis tool, so to provide a
comprehensive support system to perform environmental scanning.
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