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Preface

Ofer Arieli

School of Computer Science, The Academic College of Tel-Aviv, Israel

oarieli@mta.ac.il

Anna Zamansky

Department of Information Systems, University of Haifa, Israel

annazam@is.haifa.ac.il

This special issue of the Journal of Applied Logics contains revised and extended
versions of selected papers presented at the Israeli Workshop on Non-Classical Logics

and Their Applications (IsraLog’2017). The workshop took place on October 15–
17, 2017 at the University of Haifa, Israel. It is the third edition of the IsraLog
workshops, following the first meeting, held in Tel-Aviv University in November
2012, and the second meeting, which also took place in Haifa University, in October
2015. Post proceedings of these workshops have appeared as special issues of the
Journal of Logic and Computation (Volume 26, Issue 1, February 2016) and the
Logic Journal of the IGPL (Volume 24, Number 3, June 2016), respectively.

The main theme of the IsraLog workshops is the investigation of non-classical
logics in general, and their application to computer science in particular. Triggered
by a publication of a handbook on paraconsistent logics1, the last edition of the
meetings focused on reasoning with incomplete and inconsistent information. It
featured four keynote talks by Didier Dubois (Paul Sabatier University), Michael
Dunn (Indiana University), Edwin Mares (University of Wellington) and Daniele
Mundici (University of Florence), as well as 33 selected presentations, given by
world-wide experts in the areas from 15 countries and 4 continents.

Following the workshop, the papers in this volume were thoroughly reviewed and
revised through a peer-refereeing process. A short summary of the accepted papers
is provided below.

1A. Avron, O. Arieli, and A. Zamansky. Theory of Effective Propositional Paraconsistent Logics,
Studies in Logic, volume 75 (sub-series: Mathematical Logic and Foundations), College Publica-
tions, 2018.
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Arieli and Zamansky

• Diana Costa, Manuel Martins and João Marcos show how quantified hybrid
logic (an extension of modal logic which is expressive enough to allow refer-
ring to specific states of the associated possible worlds semantics) may be
formalised by introducing Skolem functions. Then they introduce two variants
of Herbrand’s theorem for the "clausal-like" resulting formulas.

• Leonid Devyatkin considers a well-studied class of paraconsistent logics, ob-
tained by extending the positive fragment of classical logic (consisting of con-
junction, disjunction and implication), with a paraconsistent negation and
possibly other operators. In particular, he investigates (countable) three- and
(continual) four-valued matrices that are obtained in this way.

• Nissim Francez and Michael Kaminski present a systematic method of con-
structing natural deduction calculi for n-valued propositional logics from the
truth tables for the connectives. The natural deduction systems are built
from polysequents, which allow for explicitly referring to the truth-value of a
formula. A general soundness and strong completeness theorem for the full
consequence relation over polysequents is shown, and special cases for two
3-valued logics are considered.

• Oleg Grigoriev studies logical systems with two-dimensional truth values,
which have ontological and epistemic parts. This induces a lattice with four el-
ements, resembling the well-known Dunn-Belnap’s structure. This structure is
then extended to a 9-element distributive lattice, and a corresponding sound
and complete axiomatization is provided, capturing the bipartite nature of
truth values through two weak negations. A variation in which distribution
scheme is omitted from the set of axiomatic schemata is also considered.

• Jesse Heyninck analyzes the relations between two paradigmatic formalisms to
modelling defeasible reasoning: assumption-based argumentation and adaptive
logic. It is shown how every (finite) assumption-based argumentation frame-
work can be modelled as a sequential combination of adaptive logics, using a
specific translation and a modal semantics to construct the appropriate adap-
tive logics. As a consequence, since it is already known that adaptive logics
can be translated into assumption-based argumentation, the two frameworks
are shown to be tightly related.

• Beata Konikowska and Arnon Avron study the logical aspects of covering-based
rough sets, which are a generalization of the standard concept of Pawlak’s
rough sets, based on an arbitrary covering of the universe of objects instead
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Preface

of a partition. This is done by a three-valued logic with an analytic strongly
sound and complete proof system based on a Gentzen-style sequent calculus.

• Daniele Mundici investigates some algebraic properties of de Finetti’s notion
of coherence, which is the basis of de Finetti’s theory of probability. In partic-
ular, he studies preservation of coherence under quotients, definitions by fresh
variables, and modifications of betting odds.

• Nenad Savić and Thomas Studer develop the logic RJ4 that combines the
relevant logic R and the modal justification logic J4. It is shown that RJ4

overcomes some paradoxical situations that are obtained by justification logics
that are based on classical logic. The logic is described in terms of a corre-
sponding class of models and an axiomatic system, with respect to which it is
sound and complete.

• Yaroslav Shramko provides another study in this volume of logics that emerge
from Dunn-Belnap’s four-valued logic. In particular, he examines logics in
which three out of the four-values are designated (i.e., only pure falsity is left
out), and their dual logics, in which only the value representing pure truth
is designated. The dualization is carried out through corresponding proof
systems, and soundness and completeness results are established with respect
to a four-valued semantics.

We would like to thank the authors of the submitted papers for their valu-
able time and expertise devoted to writing contributions to this volume. It is
also our pleasant duty to cordially thank all those who have acted as reviewers
of the manuscripts submitted to this volume: Katalin Bimbó, Krysia Broda, Walter
Carnielli, Davide Ciucci, Andrea Cohen, Marcelo Coniglio, Michael Dunn, Andreas
Herzig, Jesse Heyninck, Hykel Hosni, Tomáš Kroupa, Roman Kuznets, A. Mani,
Thiago Nascimento da Silva, Hitoshi Omori, Frederik Van De Putte, Revantha Ra-
manayake, Yaroslav Shramko, and Richard Zach.

The workshop, as well as the preparation of this volume, were supported by
the Israel Science Foundation under grant number 817/15. We are also grateful
to the Caesarea Rothschild Institute for Computer Science for their support with
the organization of IsraLog’2017, and thank Dov Gabbay and Jane Spurr for their
valuable help with the preparation of this volume.
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On Herbrand’s Theorem for Hybrid Logic

Diana Costa, Manuel A. Martins
CIDMA – Center for R&D in Mathematics and Applications, Department of

Mathematics, University of Aveiro, Portugal
{dianafcosta,martins}@ua.pt

João Marcos
Department of Informatics and Applied Mathematics, Federal University of Rio

Grande do Norte, Brazil
jmarcos@dimap.ufrn.br

Abstract

The original version of Herbrand’s theorem [8] for first-order logic provided
the theoretical underpinning for automated theorem proving, by allowing a
constructive method for associating with each first-order formula χ a sequence
of quantifier-free formulas χ1, χ2, χ3, · · · so that χ has a first-order proof if and
only if some χi is a tautology. Some other versions of Herbrand’s theorem have
been developed for classical logic, such as the one in [6], which states that a
set of quantifier-free sentences is satisfiable if and only if it is propositionally
satisfiable. The literature concerning versions of Herbrand’s theorem proved in
the context of non-classical logics is meager. We aim to investigate in this paper
two versions of Herbrand’s theorem for hybrid logic, which is an extension of
modal logic that is expressive enough so as to allow identifying specific sates of
the corresponding models, as well as describing the accessibility relation that
connects these states, thus being completely suitable to deal with relational
structures [3]. Our main results state that a set of satisfaction statements is
satisfiable in a hybrid interpretation if and only if it is propositionally satisfiable.

1 Introduction
Hybrid logics [3] are a breed of modal logics that provide appropriate syntax for
referring to the associated possible-worlds semantics through the use of nominals.
The latter, in particular, add to the modal description of relational structures the
ability to refer to specific states. If modal logics have been successfully employed in
specifying reactive systems, the hybrid component adds to them enough expressivity

Vol. 6 No. 2 2019
Journal of Applied Logics — IfCoLog Journal of Logics and their Applications



Costa, Martins and Marcos

so as to refer to individual states and to reason about the system’s local behavior
at each of these states. Hybrid logics turn out thus to be strictly more expressive
than their modal fragments. For example, irreflexivity (i → ¬3i), asymmetry (i →
¬33i) or antisymmetry (i → 2(3i → i)) are properties of the underlying transition
structure which fail to be definable in standard modal logic (see [4]). Nonetheless,
for the propositional case the satisfiability problem for hybrid logics is still decidable.

An important feature of hybrid logics that will play a central role in our approach
is the fact that they allow for the specification of Robinson Diagrams [2]. Indeed,
in these logics one may: (1) express equality between states named by i and j (note
that @ij intends to affirm that the states named by i and j are identical, while
@i¬j, being logically equivalent to ¬@ij, intends to affirm that states i and j are
distinct); (2) talk about accessibility between states through a modality (note that
@i3j intends to affirm that the state named by j is a successor of the state named
by i); (3) formulate satisfiability statements about a specific state (note that @ip
intends to affirm that the proposition p is true at the state named by i, while @i¬p,
being logically equivalent to ¬@ip, intends to deny this). Consequently, within a
hybrid logic one is able to completely describe the corresponding models using the
rich underlying syntax.

Herbrand’s theorem is a fundamental result of mathematical logic. It essentially
allows a certain kind of reduction of first-order logic to propositional logic. While not
aimed at providing an efficient procedure for (semi)decidability, Herbrand-like theo-
rems are ordinarily used as useful intermediate steps in proving that some theorem-
proving resolution-based method works as intended. Several versions of Herbrand’s
theorem are now available for classical logic; here we present two versions for hybrid
logics, using the concepts of satisfiability and propositional satisfiability, following
the approach described in [6].

Outline of the paper. In Section 2 we start by recalling the basic hybrid logic.
Theorem 2.13, our first Herbrand-like theorem, states that hybrid satisfiability is
equivalent to propositional satisfiability for sets of satisfaction statements containing
the equality axioms. In Section 3 we discuss the quantified hybrid logic — a logic
less known than the basic hybrid logic. The strategy to establish a Herbrand-like
theorem in this case follows the one for the classical first-order version, by making
use of Skolemization to eliminate the existential quantifiers on world variables. The
main result here is stated on Theorem 3.26. Section 4 wraps up with some pointers
for future investigation.
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On Herbrand’s Theorem for Hybrid Logic

2 The Case of the Basic Hybrid Logic
The simplest form of hybrid logic is based on the basic hybrid language, which adds
nominals and the satisfaction operator to the language of propositional modal logic.
This simple upgrade of the usual modal language carries great power in terms of
expressivity.

Definition 2.1. Let L = ⟨Prop,Nom⟩ be a hybrid signature, where Prop is a count-
able set of propositional symbols and Nom is a countable set of symbols disjoint
from Prop. We use p, q, r and so on to refer to the elements in Prop. The elements
in Nom are called nominals and we typically write them as i, j, k, and so on. The
hybrid formulas over L, which we denote by Form@(L), are defined by the following
grammar:

φ ::= i | p | ¬φ | φ1 ∧ φ2 | 3φ | @iφ

where i ∈ Nom and p ∈ Prop.

The formulas with prefix @ are called satisfaction statements. The connectives ∨, →,
and 2 are defined as usual. ◀

Definition 2.2. Let L = ⟨Prop,Nom⟩ be a hybrid signature. A hybrid structure M
over L is a tuple (W,R,N, V ). Here, W is a non-empty set called domain whose
elements are called states or worlds, R ⊆ W × W is called accessibility relation,
N : Nom → W is a hybrid nomination and V : Prop → Pow(W ) is a hybrid
valuation. The pair ⟨W,R⟩ is called the frame underlying M, and M is said to be
a structure based on this frame. ◀

The satisfaction relation, which is defined next, is a generalization of Kripke-style
satisfaction.

Definition 2.3. The satisfaction relation ⊩ between a hybrid structure M = (W,R,
N, V ), a state w ∈ W , and a hybrid formula is recursively defined by:

• M, w ⊩ i iff w = N(i);

• M, w ⊩ p iff w ∈ V (p);

• M, w ⊩ ¬φ iff it is not the case that M, w ⊩ φ;

• M, w ⊩ φ1 ∧ φ2 iff M, w ⊩ φ1 and M, w ⊩ φ2;

• M, w ⊩ 3φ iff ∃w′ ∈ W (wRw′ and M, w′ ⊩ φ);

• M, w ⊩ @iφ iff M, w′ ⊩ φ, where w′ = N(i).
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If M, w ⊩ φ we say that φ is satisfied in M at w. If φ is satisfied at all states in a
structure M, we write M ⊩ φ. If φ is satisfied at all states in all structures based
on a frame F , then we say that φ is valid on F and we write F ⊩ φ. If φ is valid
on all frames, then we simply say that φ is valid and we write ⊩ φ. We say that a
set Φ of hybrid formulas is satisfiable if there exists a model M and a world w ∈ W
such that M, w ⊩ Φ, i.e., M, w ⊩ φ for all φ ∈ Φ. For ∆ ⊆ Form@(L), we say that
M is a model of ∆ if M ⊩ δ for all δ ∈ ∆. ◀

Definition 2.4. Let L be a hybrid signature. The set At(L) of atomic satisfaction
statements (atoms, for short) over L is the set of L-formulas of the forms @ip,
@i3j, and @ij for i, j ∈ Nom and p ∈ Prop. We use BCAt(L) to denote the set
of all (finite) Boolean combinations of atomic satisfaction statements over L, i.e.,
BCAt(L) is the smallest set containing At(L) and closed under ∧ and ¬. ◀

Definition 2.5. An L-truth assignment is a mapping v : At(L) → {T, F}. Given
an L-truth assignment v, one may extend it to v : BCAt(L) → {T, F} through the
truth-functional interpretation of the propositional connectives. In order to simplify
notation, given that this extension is unique, we will use v in order to refer both
to an L-truth assignment and to its extension v. Let Φ ⊆ BCAt(L). We say that
Φ is propositionally satisfiable if there is an L-truth assignment that simultaneously
satisfies every member of Φ. We say that Φ is propositionally unsatisfiable if there
is no such L-truth assignment. ◀

We have now the basis to start investigating a first Herbrand-like theorem for
hybrid logic:

Theorem 2.6. Let Φ ⊆ BCAt(L). If Φ is propositionally unsatisfiable then Φ is
unsatisfiable.

Proof. Suppose that Φ is satisfiable: then there is a model M and a world w ∈ W
such that M, w ⊩ Φ, i.e., M, w ⊩ φ for all φ ∈ Φ.

Define vM : At(L) → {T, F} by setting vM(ψ) = T iff M, w ⊩ ψ.
Let us prove by induction on the structure of φ ∈ BCAt(L) that vM(φ) = T iff

M, w ⊩ φ.

• If φ ∈ At(L), the result follows from the definition of vM.

• Suppose now, by Induction Hypothesis, (IH), that M, w ⊩ φi iff vM(φi) = T ,
for i = 1, 2.
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On Herbrand’s Theorem for Hybrid Logic

– If φ = φ1 ∧ φ2, then

M, w ⊩ φ iff M, w ⊩ φ1 ∧ φ2
iff M, w ⊩ φ1 and M, w ⊩ φ2
iff

(IH)
vM(φ1) = T and vM(φ2) = T

iff vM(φ1 ∧ φ2) = T
iff vM(φ) = T

– If φ = ¬ψ, then

M, w ⊩ φ iff M, w ⊩ ¬ψ
iff M, w ⊮ ψ
iff

(IH)
vM(ψ) = F

iff vM(¬ψ) = T
iff vM(φ) = T

Since M, w ⊩ Φ, by assumption, we have that vM(φ) = T for any φ ∈ Φ. Therefore,
Φ is propositionally satisfiable. ■

Example 2.7. Let L = ⟨{p, q}, {i, j}⟩, and Φ = {@ip ∨ @iq,@j¬q,@ij,@i3j}.
The set Φ is satisfiable, as there is a model M = (W,R,N, V ) such that W =

{w}, R = {(i, i)}, N(i) = N(j) = w, V (p) = {w} and V (q) = ∅, where M, w ⊩ Φ.
Define vM : At(L) → {T, F} by setting vM(ψ) = T iff M, w ⊩ ψ. This implies

that vM(@ip) = T , vM(@i3j) = T , vM(@ij) = T and for all other atomic satisfac-
tion statements in L, vM assigns F . The extension of vM to vM is straightforward.
Thus Φ is propositionally satisfiable. ♦

The converse of the previous theorem is not true in general. Here is a counter-
example:

Example 2.8. Let L = ⟨{p}, {i, j}⟩, and Φ = {@ij,@ip,@j¬p}.
Note that Φ is propositionally satisfiable: take vM : At(L) → {T, F} to be such

that vM(@ip) = T , vM(@ij) = T , and vM assigns the value F to all other atomic
satisfaction statements.

However, Φ is not satisfiable, as there is no model M such that M, w ⊩ Φ.
Any model that satisfies the first formula in Φ has that N(i) = N(j) = w. From
the second and the third formulas, one must have that w ∈ V (p) and w /∈ V (p),
respectively, which is a contradiction. ♦
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As in the case of first-order logic with equality, the characteristic equality axioms
need to be taken into consideration. In hybrid logic we do not have an explicit
symbol of equality in the language; however, there are hybrid formulas that express
the equality axioms over nominals in L (see [3]):

• Reflexivity: @ii, for i ∈ Nom;

• Symmetry: @ij → @ji, for i, j ∈ Nom;

• Nom: (@iφ ∧ @ij) → @jφ, for i, j ∈ Nom and @iφ an atomic satisfaction
statement;

• Bridge: (@i3j ∧ @jk) → @i3k, for i, j, k ∈ Nom.

The set of all equality axioms over the hybrid signature L is denoted by Eq(L). It
is easy to check that these formulas are all valid in hybrid logic. Note that Bridge
does not follow from the other axioms, as it is the only axiom where nominals are
replaced in formula position.

Lemma 2.9. Let M be a model and φ be a formula in BCAt(L). Then,

∃w ∈ W : M, w ⊩ φ iff M ⊩ φ

Proof. We will check this result by induction on the structure of φ ∈ BCAt(L):
• For φ = @iψ an atomic satisfaction statement:

∃w ∈ W : M, w ⊩ φ iff ∃w ∈ W : M, w ⊩ @iψ
iff M, w′ ⊩ ψ, where w′ = N(i)
iff M ⊩ @iψ
iff M ⊩ φ

• Suppose by (IH) that ψ and θ are such that the result holds. Then,
− For φ = ¬ψ:

∃w ∈ W : M, w ⊩ φ iff ∃w ∈ W : M, w ⊩ ¬ψ
iff ∃w ∈ W : M, w ̸⊩ ψ
iff

(IH)
M ̸⊩ ψ

iff ∀w ∈ W : M, w ̸⊩ ψ
iff ∀w ∈ W : M, w ⊩ ¬ψ
iff M ⊩ ¬ψ
iff M ⊩ φ

− For φ = φ1 ∧ φ2:
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On Herbrand’s Theorem for Hybrid Logic

For one implication:
∃w ∈ W : M, w ⊩ φ

iff ∃w ∈ W : M, w ⊩ φ1 ∧ φ2
iff ∃w ∈ W : (M, w ⊩ φ1 and M, w ⊩ φ2)

implies ∃w ∈ W : M, w ⊩ φ1 and ∃w ∈ W : M, w ⊩ φ2
iff

(IH)
M ⊩ φ1 and M ⊩ φ2

iff ∀w ∈ W : M, w ⊩ φ1 and ∀w ∈ W : M, w ⊩ φ2
iff ∀w ∈ W : M, w ⊩ φ1 and M, w ⊩ φ2
iff ∀w ∈ W : M, w ⊩ φ1 ∧ φ2
iff M ⊩ φ1 ∧ φ2
iff M ⊩ φ

For the converse implication:
M ⊩ φ iff M ⊩ φ1 ∧ φ2

iff ∀w ∈ W : M, w ⊩ φ1 ∧ φ2
implies

(given that W ̸= ∅)
∃w ∈ W : M, w ⊩ φ1 ∧ φ2

iff ∃w ∈ W : M, w ⊩ φ ■

Let us consider next the binary relation ∼ defined on Nom by setting i ∼ j iff
v (@ij) = T .

Lemma 2.10. The binary relation ∼ is an equivalence relation.

Proof. [Reflexivity] is guaranteed by the homonymous axiom stated above, namely
@ii, for i ∈ Nom. Once Eq(L) ⊆ Φ, then v(@ii) = T implies i ∼ i.
[Symmetry] holds due to the fact that if i ∼ j, then v(@ij) = T , and given that
Eq(L) ⊆ Φ, we have v(@ij → @ji) = T , which implies that v(@ji) = T . So, j ∼ i.
[Transitivity] follows from Symmetry and the axiom Nom. Suppose i ∼ j and j ∼ k.
By [Symmetry] it follows that j ∼ i and j ∼ k, thus v(@ji) = T and v(@jk) = T .
Once more, since Eq(L) ⊆ Φ, we have in particular that v ((@ji ∧ @jk) → @ik) = T .
We conclude that v(@ik) = T , thus i ∼ k. ■

The above result is crucial in proving Herbrand’s Theorem for languages con-
taining equality. Next we show that if for a set Φ of Boolean combinations of atomic
satisfaction statements with equality there is a valuation v that assigns the value
true to all atomic satisfaction statements in Φ, then there is a hybrid structure that
satisfies the equality axioms and where Φ is satisfiable.

Theorem 2.11. Assume Eq(L) ⊆ Φ ⊆ BCAt(L). If Φ is unsatisfiable then Φ is
propositionally unsatisfiable.
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Proof. Suppose that Φ is propositionally satisfiable and let v : At(L) → {T, F} be
such that v(φ) = T for any φ ∈ Φ.

Let W = Nom. We define the hybrid structure M = (Wv, Rv, Nv, Vv) such that:
• Wv = W/ ∼;
• [i]Rv[j] iff v (@i3j) = T , for i, j ∈ Nom;
• Nv(j) = [i] iff v (@ij) = T , for i, j ∈ Nom; and
• [i] ∈ Vv(p) iff v (@ip) = T , for i ∈ Nom, p ∈ Prop.

Claim I. Rv is well-defined.
We want to prove that if i ∼ j and k ∼ l, then [i]Rv[k] implies [j]Rv[l].
– Suppose that i ∼ j, k ∼ l and [i]Rv[k]. By definition, we know that [i]Rv[k]

means that v (@i3k) = T , and i ∼ j means that v (@ij) = T . It follows that
v (@i3k ∧ @ij) = T . The axiom Nom let us conclude then that v (@j3k) = T .
We also know that k ∼ l means that v (@kl) = T . From the axiom Bridge, since
v (@j3k ∧ @kl) = T , it follows that v (@j3l) = T . Therefore, by definition, [j]Rv[l].

Claim II. Vv is well-defined.
We want to prove that if i ∼ j then ([i] ∈ Vv(p) iff [j] ∈ Vv(p)).
– Suppose that i ∼ j and [i] ∈ Vv(p). By the definition of the equivalence relation

∼, v(@ij) = T ; and by the definition of Vv, v(@ip) = T . Then v(@ip ∧ @ij) = T
and from Nom it follows that v(@jp) = T . So, [j] ∈ Vv(p). The converse direction
is checked analogously in view of the symmetry of ∼.

All that is left to prove now is the satisfiability of Φ.

Claim III. For all φ ∈ BCAt(L), (M ⊩ φ iff v(φ) = T ).
Below you should recall that for Boolean combinations of atomic satisfaction

statements, satisfiability at one state is equivalent to satisfiability at all states, by
Lemma 2.9.

• φ = @ip
M ⊩ @ip iff M, [i] ⊩ p

iff [i] ∈ Vv(p)
iff v(@ip) = T
iff v(φ) = T
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• φ = @i3j
M ⊩ @i3j iff M, [i] ⊩ 3j

iff ∃k : [i]Rv[k] and M, [k] ⊩ j
iff ∃k : [i]Rv[k] and [k] = [j]
iff [i]Rv[j]
iff v(@i3j) = T
iff v(φ) = T

• φ = @ij
M ⊩ @ij iff M, [i] ⊩ j

iff [i] = [j]
iff v(@ij) = T
iff v(φ) = T

• By (IH), let φ1, φ2 be such that M ⊩ φi iff v(φi) = T , for i = 1, 2.
This part is similar to Theorem 2.6, so we omit the details.

– Given φ = φ1 ∧ φ2, note that

M ⊩ φ1 ∧ φ2 iff v(φ1 ∧ φ2) = T

– Given φ = ¬φ1, note that

M ⊩ ¬φ1 iff v(¬φ1) = T

Thus, in particular, M ⊩ Φ, and this means that Φ is satisfiable. ■

We finish this section by generalizing the above results to compound satisfaction
statements. Let φ be any satisfaction statement. The following rules allow us to
rewrite φ by recursively applying the following rules in order to obtain a semantically
equivalent formula φ◦ ∈ BCAt(L∗), where L∗ is an expansion of L obtained by the
addition of new nominals to the initial hybrid signature. Observe that such extension
is possible since we considered Nom to be a countable set.

Rewrite Rules:

1. @i@jφ↠ @jφ

2. @i¬φ↠ ¬@iφ

3. @i(φ ∧ ψ) ↠ @iφ ∧ @iψ
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4. @i3φ↠ @i3k ∧ @kφ, for k a fresh nominal

As the above rules successively decrease the complexity of satisfaction state-
ments, it is clear that the associated rewrite system is terminating. In fact, by using
the Knuth-Bendix completion algorithm it is easy to see that the rewrite system is
also confluent. In this respect, it is worth noting that the formula @i@j3φ may
rewrite in two ways, namely as @j3k1 ∧ @k1φ and as @j3k2 ∧ @k2φ. These are
the same, however, modulo the introduced fresh nominals. Moreover, we should
point out that Areces and Gorín, in [1], have investigated labeled resolution calculi
for hybrid logics with inference rules similar to the above rewrite rules; namely our
rules 1., 3. and 4. correspond to their @, ∧ and ⟨r⟩ rules, respectively.

Example 2.12. Consider the formula φ = @i@j3(p ∧ ¬q) in L. It is clear that φ
is not a Boolean combination of atomic satisfaction statements of L.

Applying the rewrite rules yields that:
@i@j3(p ∧ ¬q) ↠ @j3(p ∧ ¬q)

↠ @j3k ∧ @k(p ∧ ¬q), k fresh
↠ @j3k ∧ (@kp ∧ @k¬q)
↠ @j3k ∧ (@kp ∧ ¬@kq)

Thus φ◦ = @j3k ∧ (@kp ∧ ¬@kq). Note that the new formula is in the hybrid
signature L∗ that expands L by the addition of the new nominal k. ♦

Theorem 2.13 (Herbrand-like). Let Φ be a set of satisfaction statements such that
Eq(L) ⊆ Φ. Then Φ is propositionally unsatisfiable iff Φ is unsatisfiable.

Proof. We exhaustively apply the previously introduced rules to the formulas of Φ
and transform Φ into Φ◦ := {φ◦ : φ ∈ Φ} ∪ Eq(L∗). Note that Φ◦ is a subset of
BCAt(L∗), which contains the equality axioms in the expanded language, thus we
may apply Theorems 2.6 and 2.11. ■

3 The Case of Quantified Hybrid Logic

In this section we introduce a hybrid logic enriched with operators over world vari-
ables, typically written as s, t, u and so on, distinct from both nominals and propo-
sitional variables. We will also resort to an algebraic similarity type in order to
allow function symbols. This logic, which we will call Algebraic Strong Priorean
Logic, shares some similarities with the logic HLOV(@, ∀, ∃) found in [9], namely
in the use of quantifiers and functions, but it differs in the definition of terms; in
particular, while HLOV(@,∀, ∃) allows for quantification over both state variables
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and functional terms, the Algebraic Strong Priorean Logic restricts quantifications
to state variables.

Definition 3.1. An algebraic similarity type Σ is a tuple (F, σ) such that F is a non-
empty set of function symbols, and σ assigns to each function symbol its arity. An
algebraic similarity type together with a countable set of world variables, WVar, and
a countable set of nominals, Nom, induces the set Term(Σ,WVar,Nom) of Σ-terms,
whose elements are the algebraic terms given by the grammar:

t ::= i | s | f
(
t1, · · · , tσ(f)

)
where i ∈ Nom, s ∈ WVar and f ∈ F. ◀

We may now introduce a powerful hybrid language, H (Σ,@,∀), whose grammar
is defined below:

Definition 3.2. A hybrid similarity type L is a tuple (Prop,Nom,WVar), where
Prop and Nom are as usual the set of propositional variables and the set of nom-
inals of a hybrid signature, and WVar is a countable set of world variables. Let
Σ = ⟨F, σ⟩ be an algebraic similarity type. The well-formed formulas
Form@,∀(L,Term(Σ,WVar,Nom)) over the hybrid similarity type L and the Σ-terms
Term(Σ,WVar,Nom) are defined by the following grammar:

φ ::= p | t | ¬φ | φ1 ∧ φ2 | 3φ | @tφ | ∀sφ | ∃sφ
where p ∈ Prop, t ∈ Term(Σ,WVar,Nom) and s ∈ WVar.

Note that @ can make use of Σ-terms, i.e., world variables and functional terms.
The connectives ∨, →, and 2 are defined as usual. ◀

The earlier definition of a ‘hybrid structure’ is now upgraded as follows:

Definition 3.3. Let L = ⟨Prop,Nom,WVar⟩ and Σ = ⟨F, σ⟩ be, respectively, a
hybrid and an algebraic similarity types. A hybrid structure H over ⟨L,Σ⟩ is a tuple
(W,R,

(
fW

)
f∈F

, N, V ), whereW , R, N and V are the domain, accessibility relation,

hybrid nomination and valuation as introduced in Definition 2.2, and
(
fW

)
f∈F

is a

family containing for each f ∈ F an interpretation fW : W σ(f) → W . ◀

As we need a mechanism for coping with the terms introduced in the above gram-
mars, we consider now a world assignment g : WV ar → W . Two world assignments
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g and g′ are called s-variant iff g(u) = g′(u), for all u ∈ WVar such that u ̸= s; in
such case we write g s∼ g′. We extend g to Term(Σ,WV ar) in the following way:

ḡ(t) =


g(t), if t ∈ WVar
N(t), if t ∈ Nom
fW

(
ḡ(t1), . . . , ḡ(tσ(f))

)
, if t = f(t1, . . . , tσ(f)), for some f ∈ F

In order to simplify notation, we will use g to denote both a world assignment and
its extension.

The notion of satisfaction is now defined in the following way:

Definition 3.4. The satisfaction relation ⊩ between a hybrid structure
H =

(
W,R,

(
fW

)
f∈F

, N, V

)
, a state w ∈ W , a world assignment g and a hybrid

formula is recursively defined by:

• H, g, w ⊩ p iff w ∈ V (p), for p ∈ Prop;

• H, g, w ⊩ t iff w = g(t), for t ∈ Term(Σ,WVar,Nom);

• H, g, w ⊩ ¬φ iff it is not the case that H, g, w ⊩ φ;

• H, g, w ⊩ φ1 ∧ φ2 iff H, g, w ⊩ φ1 and H, g, w ⊩ φ2;

• H, g, w ⊩ 3φ iff ∃w′ ∈ W (wRw′ and H, g, w′ ⊩ φ);

• H, g, w ⊩ @tφ iff H, g, w′ ⊩ φ, where w′ = g(t), for t ∈ Term(Σ,WVar,Nom);

• H, g, w ⊩ ∀sφ iff H, g′, w ⊩ φ for all g′ such that g′ s∼ g;

• H, g, w ⊩ ∃sφ iff H, g′, w ⊩ φ for some g′ such that g′ s∼ g.

Here, H, g, w ⊩ φ is read as saying that φ is satisfied at the state w in the hybrid
structure H under the world assignment g. ◀

We shall use the appellation Algebraic Strong Priorean Logic to refer to the
logic induced by the above notion of satisfaction. It is worth pointing out that the
Algebraic Strong Priorean Logic contains the logic of the hybrid language with a
binder, as ↓ s. φ is expressible here by ∃s (s∧φ). Such logic is very expressive. The
algebraic structure over the set of worlds may be useful in several contexts. Here are
some examples: on trees, one can consider a functional symbol for referring to the
first common ancestor of two given nodes; on the graph representations of maps, one
can consider a functional symbol for referring to an intermediate city that minimizes
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the distance between two other given cities; on temporal frames, one can consider
functional symbols that allow pointing to a specific time after or before the current
moment, or a function that allows one to say that something happens periodically.

Definition 3.5. A set Φ of formulas in Form@,∀(L,Term(Σ,WVar,Nom)) is said
to be satisfiable if there exists a hybrid structure H over ⟨L,Σ⟩, a w ∈ W and
a world assignment g such that H, g, w ⊩ φ for all φ ∈ Φ. We say that φ ∈
Form@,∀(L,Term(Σ,WVar,Nom)) is satisfiable if the singleton {φ} is satisfiable. ◀

Definition 3.6. A literal in H (Σ,@,∀) is a formula of the form: @ap, @a¬p,
@ab,@a¬b @a3b, @a¬3b, where p ∈ Prop, and a, b ∈ Term(Σ,WVar,Nom). ◀

Lemma 3.7 (Labelling). Let φ be a formula in Form@,∀(L,Term(Σ,WVar,Nom)).
Then

φ is satisfiable iff @iφ is satisfiable,

where i is a fresh nominal.

Proof.
φ is satisfiable iff ∃H,∃g, ∃w : H, g, w ⊩ φ

iff ∃H̃,∃g, ∃w : H̃, g, w ⊩ φ, w = Ñ(i)
iff ∃H̃, ∃g, ∃w̃ : H̃, g, w̃ ⊩ @iφ
iff @iφ is satisfiable ■

Our goal in what follows is to study the satisfiability of a formula in the Algebraic
Strong Priorean Logic. Since the satisfiability problem of a formula φ is equivalent to
the satisfiability problem of a formula @iφ — where i does not occur in φ — we will
prove satisfiability of the latter. In order to do so, it will be convenient to rearrange
formulas so that we end up with a formula in Prenex Conjunctive Normal Form,
i.e., a formula in which quantifiers appear on the left, prefixing a quantifier-free part
that is a conjunction of clauses, where clauses are disjunctions of literals.

Definition 3.8. A formula is said to be rectified if no world variable occurs both
bound and free and if all quantifiers in the formula refer to different world variables.

◀

The renaming of bound world variables follows the same approach as in first-
order logic, whose proof is standard:

Lemma 3.9. It is always possible to perform a systematic renaming of bound (world)
variables such that the result is a rectified formula, equivalent to the original one in
the following way: if s occurs bounded in a formula φ and u does not occur at all,
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then φ is equivalent to the formula obtained by replacing all occurrences of s in the
scope of a quantifier in φ with u.

Given a formula φ as input, we will refer to the formula φ̃ produced by the above
renaming procedure the rectified version of φ.

Definition 3.10. Let s1, . . . , sn be the world variables occurring free in φ. The
[rectified] existential closure of φ is the formula which results from rectifying φ and
then existentially bounding its free variables, i.e., it is the formula ∃s1 . . . ∃sn φ̃,
where φ̃ is the rectified version of φ. ◀

Lemma 3.11. A formula φ and its existential closure ψ are equisatisfiable.

Proof.

ψ is satisfiable
iff ∃H, ∃g, ∃w : H, g, w ⊩ ∃s1 . . . ∃sn φ

iff ∃H, ∃g, ∃w : H, g1, w ⊩ ∃s2 . . . ∃sn φ, for some g1
s1∼ g

iff ∃H, ∃g, ∃w : H, g2, w ⊩ ∃s3 . . . ∃sn φ, for some g2
s2∼ g1

s1∼ g
iff · · ·
iff ∃H, ∃g, ∃w : H, gn, w ⊩ φ, for some gn

sn∼ gn−1
sn−1∼ · · · s2∼ g1

s1∼ g
iff ∃H, ∃gn, ∃w : H, gn, w ⊩ φ
iff φ is satisfiable ■

Let us apply the latter two results in the following examples:

Example 3.12. Let φ1 = @i(3p ∧ ¬@sp).
– This formula is rectified.
– The existential closure of φ1 is the formula ψ1 = ∃s@i(3p ∧ ¬@sp).
It is easy to check that φ1 and ψ1 are equisatisfiable. ♦

Example 3.13. Let φ2 = @i (¬ (∀s@s¬p ∧ ∃s@sp) ∧ @s¬p).
– This formula is not rectified.
The renaming of variables leads to @i (¬ (∀t@t¬p ∧ ∃u@up) ∧ @s¬p),

which is equivalent to φ2.
– The (rectified) existential closure of φ2 is the formula

ψ2 = ∃s@i (¬ (∀t@t¬p ∧ ∃u@up) ∧ @s¬p).
The formulas φ2 and ψ2 are equisatifiable. ♦
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Example 3.14. Let φ3 = @i(∀s∃t@s3t).
– This formula is rectified.
– Since φ3 does not have free world variables, it coincides with its existential

closure, ψ3. ♦

The following theorem allows us to convert a formula into an equivalent formula
in Prenex Conjunctive Normal Form.

Theorem 3.15. Let L = ⟨Prop,Nom,WVar⟩ be a hybrid similarity type, Σ be an
algebraic similarity type, and H be a hybrid structure over ⟨L,Σ⟩. For each formula
of the form @iφ, where φ ∈ Form@,∀(L,Term(Σ,WVar,Nom)) and i ∈ Nom does not
occur in φ, its existential closure ψ is equivalent to a formula in Prenex Conjunctive
Normal Form.

Proof. Let ψ be a formula in the conditions of the theorem.
Step 1: Use the double negation law, the De Morgan’s laws, the duality equivalences
∀sφ ≡ ¬∃s¬φ and 3φ ≡ ¬2¬φ, and the following rewrite rules until no further
transformations apply.

@a(θ1 ∧ θ2) ↠ @aθ1 ∧ @aθ2 @a(θ1 ∨ θ2) ↠ @aθ1 ∨ @aθ2
¬@aθ ↠ @a¬θ @a@bθ ↠ @bθ
@a3θ ↠ ∃u(@a3u ∧ @uθ) @a∃s θ ↠ ∃s@aθ
@a2θ ↠ ∀u(@a2¬u ∨ @uθ) @a∀sθ ↠ ∀s@aθ

where a, b ∈ Term(Σ,WVar,Nom) and u ∈ WVar does not occur in ψ.
Step 2: Flush all quantifiers to the prefix position, as usual, and the result is a
formula in Prenex Normal Form (since the variables added in Step 1 are new, the
formula remains rectified). Apply the associative and distributive laws as necessary
in order to reach a formula in Prenex Conjunctive Normal Form.

Due to the rectified nature of the formulas over which the transformations have
been applied, the resulting formulas are equivalent to the original ones. ■

We return to the previous examples and apply the latter result:

Example 3.16. Let ψ1 = ∃s@i(3p ∧ ¬@sp):
Step 1:

∃s@i (3p ∧ ¬@sp) ↠ ∃s (@i3p ∧ @i¬@sp)
↠ ∃s (∃u (@i3u ∧ @up) ∧ @i@s¬p)
↠ ∃s (∃u (@i3u ∧ @up) ∧ @s¬p)

Step 2: ∃s∃u (@i3u ∧ @up ∧ @s¬p) ♦
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Example 3.17. Let ψ2 = ∃s@i (¬ (∀t@t¬p ∧ ∃u@up) ∧ @s¬p).
Step 1:

∃s@i (¬ (∀t@t¬p ∧ ∃u@up) ∧ @s¬p)
↠ ∃s@i ((¬∀t@t¬p ∨ ¬∃u@up) ∧ @s¬p)
↠ ∃s@i ((∃t¬@t¬p ∨ ∀u¬@up) ∧ @s¬p)
↠ ∃s (@i (∃t@t¬¬p ∨ ∀u@u¬p) ∧ @i@s¬p)
↠ ∃s ((@i∃t@tp ∨ @i∀u@u¬p) ∧ @s¬p)
↠ ∃s ((∃t@i@tp ∨ ∀u@i@u¬p) ∧ @s¬p)
↠ ∃s ((∃t@tp ∨ ∀u@u¬p) ∧ @s¬p)

Step 2: ∃s∃t∀u ((@tp ∨ @u¬p) ∧ @s¬p) ♦

Example 3.18. Let ψ3 = @i(∀s∃t@s3t).
Step 1:

@i(∀s∃t@s3t) ↠ ∀s∃t (@i@s3t)
↠ ∀s∃t (@s3t)

Step 2: ∀s∃t (@s3t) ♦

Analogously to the corresponding construction in first-order logic, we can also
resort to Skolemization in the Algebraic Strong Priorean Logic.

Lemma 3.19 (Skolemization in H (Σ,@, ∀)). Let φ be a sentence of the form
∀s1 . . . ∀sn∃sn+1G(s1, . . . , sn, sn+1) of H (Σ,@, ∀), where the existentially quantified
variable sn+1 is preceded by n universally quantified variables. In case n = 0, aug-
ment the underlying hybrid similarity type with a new nominal c and form the sen-
tence G(c); otherwise, augment the underlying hybrid similarity type with a new n-
ary function symbol f and form the sentence ∀s1, . . . , snG(s1, . . . , sn, f(s1, . . . , sn)).
Let φ′ denote this new sentence, formed after the appropriate augmentation of the
language. Then, there is an extension H′ of the model H such that:

H, g, w ⊩ φ iff H′, g, w ⊩ φ′.

The (standard) proof of the latter result shows how to build the mentioned extension
of the original model.

We now apply Skolemization to the previous examples.

Example 3.20. ψ1 = @i3c1 ∧ @c1p ∧ @c2¬p ♦

Example 3.21. ψ2 = ∀u ((@c2p ∨ @u¬p) ∧ @c1¬p) ♦
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Example 3.22. ψ3 = ∀s (@s3f(s)) ♦

Definition 3.23. A formula of H (Σ,@,∀) is in conjunctive Skolem form if it is in
Prenex Conjunctive Normal Form and its prefix contains only universal quantifiers.

◀

For a given formula φ, its Skolem Form is the result of applying labelling (Lemma
3.7), followed by the rectification and existential closure of the new formula (Lemma
3.11), then putting it in Prenex Conjunctive Normal Form (Theorem 3.15) and
finally performing Skolemization (Lemma 3.19).

With conjunctive Skolem forms defined, we can state the following result:

Theorem 3.24. A set Φ of formulas in H (Σ,@, ∀) is satisfiable iff the set of con-
junctive Skolem forms of formulas in Φ is satisfiable.

Proof. In view of Lemma 3.7, we know that the satisfiability of Φ is preserved when
one considers the set {@iφ |φ ∈ Φ}, with i not occurring in any formula φ. Recall
that such nominal is always possible to find, as we assumed Nom to be a countable
set.

From Lemma 3.11, the satisfiability problem for {@iφ |φ ∈ Φ} is the same as
for {@iφ |φ ∈ Φ} where @iφ represents the existential closure of @iφ. This step is
possible to accomplish since we also assumed WVar to be a countable set.

Furthermore, we can use the procedure employed in the proof of Theorem 3.15
in order to put formulas in Prenex Conjuntive Normal Form, and this is a procedure
that strictly preserves the satisfiability of formulas. Thus we can deal with the
satisfiability problem of {PCNF

(
@iφ

)
|φ ∈ Φ} where PCNF(ψ) is the result of

applying the steps in the proof of Theorem 3.15 to the formula ψ. Next we apply
Skolemization to all formulas. Beware of the fact that the Skolem symbols introduced
in each formula are to be disjoint. Let us call the resulting set Φ̃. Clearly, by Lemma
3.19, the satisfiability problem for Φ̃ is the same as for Φ. ■

The above relatively straightforward proof contrasts with proofs of the analogous
result in first-order logic (see, e.g., [5]), which are often involved.

Definition 3.25. A ground instance of a sentence ∀s1 . . . ∀snG(s1, . . . , sn), with
G(s1, . . . , sn) a quantifier-free formula of H (Σ,@, ∀), is a formula of the form
G(i1, . . . , in) which results from substituting all occurrences of s1, . . . , sn in G with
nominals i1, . . . , in. ◀
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Before presenting our Herbrand-like result for hybrid logic with quantifiers, we
find it worth pointing out that hybrid logic can be translated into first-order logic
with equality, and (a fragment of) first-order logic with equality can be trans-
lated back into (a fragment of) hybrid logic (cf. [3]). Both translations are truth-
preserving. First-order logic is compact, which means that a set of first-order sen-
tences is satisfiable if and only if every finite subset of it is satifiable. Furthermore,
from our earlier Herbrand-like result (Theorem 2.6), we know that for a set of
Boolean combinations of atomic satisfaction statements, satisfiability implies propo-
sitional satisfiability.

Theorem 3.26 (Herbrand-like). Let L and Σ be, respectively, a hybrid and an
algebraic similarity type, and let Φ ⊆ Form@,∀(L,Term(Σ,WVar,Nom)). Then Φ is
unsatisfiable iff some finite set Φ∗ of ground instances of Skolem forms of Φ∪Eq(L)
is propositionally unsatisfiable.

Proof. By Theorem 3.24 the set Φ is unsatisfiable iff the set Ψ of conjunctive Skolem
forms of formulas in Φ is unsatisfiable. So, in the present proof we will deal with Ψ.

Let us now prove the right-to-left direction of the theorem. First observe that,
from Theorem 2.6, if a set Φ∗ of ground instances of Ψ ∪ Eq(L) is propositionally
unsatisfiable then it is unsatisfiable. Furthermore, notice that a ground instance of
a universal sentence τ is a logical consequence of τ . Therefore, if a set Φ∗ of ground
instances of Ψ ∪ Eq(L) is unsatisfiable, then Ψ ∪ Eq(L) is unsatisfiable, which yields
that Ψ is unsatisfiable. It follows from the previous paragraph that Φ is unsatisfiable.

For the left-to-right direction of the theorem we prove the contrapositive: if every
finite set of ground instances of Skolem forms of Φ ∪ Eq(L), i.e., ground instances of
Ψ ∪ Eq(L), is propositionally satisfiable, then Φ is satisfiable. Let Φ0 be the set of
all ground instances of Ψ ∪ Eq(L). From the assumption that every finite subset of
Φ0 is propositionally satisfiable, it follows from compactness that the entire set Φ0
is propositionally satisfiable. From Theorem 2.11, we conclude that Φ0 is satisfiable.
Thus Ψ∪Eq(L) is satisfiable, from which Ψ is satisfiable, which finally implies that Φ
is satisfiable. ■

4 Conclusion
We have proposed two versions of Herbrand’s theorem in the context of hybrid logic,
with a restriction to satisfaction statements, by making use of rules that rewrite each
satisfaction statement as a Boolean combination of atomic satisfaction statements,
and making use also of the fact that each model can be described by its diagram.
We proved that a set of satisfaction statements is propositionally unsatisfiable if and
only if it is unsatisfiable.
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Formulas with quantifiers over objects constitute a challenge. In fact, allowing
non-rigidity introduces a new set of problems: when dealing with non-rigid terms,
i.e. terms that can designate different things at different possible worlds, the act
of designation and the act of passing to an alternative world need not commute.
For an example of how this has been dealt with elsewhere, it is worth to point
out Fitting’s version (cf. [7]) of Herbrand’s theorem for the modal logic K with
varying domains. Following the standard steps for Herbrand-like theorems, after
going through Skolemization one gets non-rigid designators for some formulas and
the above mentioned difficulty concerning non-commutativity ensues. In order to
overcome this issue, Fitting resorted to the concepts of predicate abstraction and
validity functional form. In short, if φ is a formula, then ⟨λx.φ⟩ is a predicate
abstraction that is to be applied to terms; loosely speaking, for ⟨λx.φ⟩(t) to be
true at a world w, φ should be true in that world provided we take the value of x
to be whatever the term t designates at w. The predicate abstraction mechanism
does not have an important role to play in classical logic because all the classical
connectives and quantifiers are ‘transparent’ to it. On the other hand, ⟨λx.2φ⟩(t)
and 2⟨λx.φ⟩(t) may have very different meanings, from a semantical viewpoint.
Fitting defines as modal Herbrand transform of a formula X the formula X ′ such
that X → X ′ can be derived from a certain calculus that he presents. He later
proves equivalence between the validity problem for a closed formula φ and for
one of its modal Herbrand expansions, a notion built over that of modal Herbrand
transforms. We are confident that within the hybrid scenario something similar is to
be done: by adding just nominals and the satisfaction operator, and assuming that
nominals are rigid, it would seem that @ is to behave as classical connectives and
quantifiers do when interacting with the predicate abstraction mechanism, namely,
that ⟨λx.@iφ⟩(t) and @i⟨λx.φ⟩(t) are to share the same meaning. If the addition of
nominals proves not to be worrisome, then updating the concept of modal Herbrand
transform into hybrid Herbrand transform, after proper adjustments to the calculus
proposed by Fitting in order to incorporate the hybrid machinery, should be rather
trouble-free. The details need to be checked, of course, and we propose that as
future work.

As in [1], we have here investigated a direct path towards the proofs of our
main (Herbrand-like) results, without taking an indirect approach through first-
order translations of the hybrid formulas. However, for a more straightforward
comparison with the standard formulation of the Herbrand Theorem and its numer-
ous applications, it might be worth exploring the connection of our present results
concerning Hybrid Logic to the more long winded route going through its translation
into classical first-order logic. For space reasons, though, we have to leave details of
this reconnaissance to a future opportunity.
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Abstract
This paper is devoted to several infinite classes of paraconsistent matrices

possessing a number of desirable logical properties. Many-valued matrices have
been an invaluable tool in many fields of logic, including the study of paracon-
sistency. In the latter case, the widespread approach to construction of logical
matrices is to supplement the classically behaving conjunction, disjunction and
implication with a paraconsistent negation, possibly with addition of extra op-
erators. We show how to obtain countable sets of three-valued matrices and
continual sets of four-valued matrices of this kind.

1 Introduction

Paraconsistent logics are logics where contradictions do not necessarily lead to triv-
iality. In terms of logical consequence, such logics are defined as ones lacking the
principle of explosion. That is, for some formulae α and β it is not the case that
α,¬α ` β. Clearly, this way paraconsistency is determined by the properties of
negation alone, without regard for other connectives.

At the same time, in construction of paraconsistent logics, researchers usually
aim to retain as much of classical propositional calculus (CPC) as possible. This
results in the {∧,∨,⊃}-fragment of classical logic (CPC+) being left intact.

For instance, in da Costa’s calculus C1 ‘all schemata and rules of deduction of
the classical positive propositional calculus are true’ [19, Th. 3]. The same is true
for A.I. Arruda’s system V1 aimed at formalization of N.A.Vasiliev’s philosophical
ideas [5], and for the infinite sequence of paraconsistent logics obtained by gener-
alization of Arruda’s approach [40]. J. Ciuciura axiomatized Jaśkowski’s discursive

The author is indebted to the anonymous referees whose comments helped to substantially improve
the paper.
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logic D2 as an extension of CPC+[15]. Other examples include but are not limited
to paraconsistent extensional propositional logics of D.Batens [7] and annotated
logics PT [20].

The situation is no different in the many-valued realm. Starting from Sette’s
logic P1, in matrices of many prominent paraconsistent logics, including J3 (CLuNs,
LFI1, MPT, SP3B) and PAC (RM3), the binary operations have been designed to
behave classically. These and other examples are explored in [2], [14] and [13, § 4.4].
R.A. Lewin and I.F.Mikenberg have defined an infinite class of literal-paraconsistent
matrices with the same property [32]. More examples can be found in [10], [9],
and [25], where three-valued paraconsistent logics without the principle of non-
contradiction (¬(α ∧ ¬α)) are investigated.

It is then hardly surprising that projects aimed at generalized construction of
‘good’ many-valued paraconsistent logics converge on preservation of classical con-
junction, disjunction and implication. J.Marcos proposed a class of 8,192 three-
valued matrices which induce paraconsistent logics with a number of desirable prop-
erties [35]. This class is the result of generalization of theoretical considerations laid
out in [37]. It consists of matrices for the language in the signature {∧,∨,⊃,¬}
where operations can vary as long as they preserve the classical truth-values {0, 1},
¬ behaves as appropriate for paraconsistent negation, and the binary operations
conform with the standard conditions of J.B.Rosser and A.R.Turquette [41, p. 26],
which makes them essentially classical. In [14] this set of operations is supplemented
with the unary operators ◦ and • to obtain a class of LFIs (logics of formal incon-
sistency), and their various properties are investigated.

Another generalized approach to many-valued paraconsistent logics is presented
by O.Arieli, A.Avron and A. Zamansky in [3] and [2]. In the first paper, the authors
set out to determine what properties an ‘ideal propositional paraconsistent logic’ is
supposed to have. The resulting definition of such an ideal logic requires it to include
a classically behaving implication. Given the restrictions placed by the authors on
negation, this implies the definability of classical conjunction and disjunction as
well. It is made explicit in the second latter paper, where the authors see only
the appropriate negation as the necessary basic operation, and refer to operations
for conjunction, disjunction and implication as ‘possibly definable’. In [3, Th. 3],
the authors also provide an algorithm for construction of an infinite sequence of
‘ideal paraconsistent logics’ defined by matrices with steadily increasing numbers of
truth-values.

The prominence of the approach laid out above merits the question, how many
{0, 1}-preserving three-valued paraconsistent extensions of CPC+ are there in total?
In the sequel, we will demonstrate that the answer is: infinitely many.

The remaining part of the paper is structured as follows.
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In the next section, the central problem is addressed in a more formal manner.
We introduce the necessary basic definitions, explore the classes of matrices from [14]
and [3], and determine the further steps required to answer the principal question
of the paper for the three-valued case.

In the third section, we use elements of clone theory to demonstrate that the set
of three-valued paraconsistent extensions of CPC+ that are LFIs is uncountably
infinite, and the set of such extensions that are not LFIs is at least countably infinite.

The final part is devoted to four-valued paraconsistent extensions of CPC+. In
particular, we deal with such extensions that are both paraconsistent and paracom-
plete at the same time. We generalize the three-valued truth-table schemata from
the second section to obtain a class of four-valued matrices and utilize it to prove
that two kinds of four-valued extensions of CPC+ — those that are LFIs and those
that are not — form continuum sets.

2 Preliminaries

Let L = 〈L,F 〉 be a propositional language treated as an absolutely free algebra.
We assume that the free generators of L form a countable set V ar = {p1, p2, . . . }
and for each i ≤ n the arity of Fi ∈ F equals ki.

A logical matrix is a structureM = 〈A, D〉 where A = 〈A,F 〉 is an algebra and
D ⊆ A. In this case, a homomorphism h from L into A is called a valuation for L
inM. We denote as V al(M) the set of all the valuations overM.

If L is a propositional language andM is a matrix for L,

Cn(M) = {〈X,α〉 ∈ ℘(L)× L|∀h ∈ V al(M)(h(X) ⊆ D ⇒ h(α) ∈ D)}

is said to be a matrix consequence induced byM. A pair L = 〈L, Cn(M)〉 is then
called a many-valued (propositional) logic1.

Let M = 〈A,∧,∨,→,¬, D〉 be a logical matrix. Suppose its basic operations
satisfy the standard conditions of J.B.Rosser and A.R.Turquette [41, p. 26]:

• x ∧ y ∈ D ⇔ x ∈ D and y ∈ D;

• x ∨ y /∈ D ⇔ x /∈ D and y /∈ D;

• x→ y /∈ D ⇔ x ∈ D and y /∈ D;

• ¬x ∈ D ⇔ x /∈ D.

1We are following D.J. Shoesmith and T.J. Smiley in this definition [45], [46, § 13.1].
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Then M induces the classical consequence in the corresponding language:
CPC = 〈L, Cn(M)〉 [46, § 18.3].

We say that a matrix Mk = 〈{0, 1, . . . , k}, F,D〉 is {0, 1}-preserving iff M2 =
〈{0, 1}, F, {1}〉 is its submatrix, i.e. 〈{0, 1}, F 〉 is a subalgebra of 〈{0, 1, . . . , k}, F 〉
and 1 ∈ D. IfM = 〈A,F,D〉 is {0, 1}-preserving, then Cn(Mk) ⊆ Cn(M2).

A matrixM = 〈A, f1, . . . , fn,¬, D〉 for L is said to be paraconsistent (w.r.t. ¬)
iff 〈{α,¬α}, β〉 /∈ Cn(M) for some α, β ∈ L. Obviously, the necessary and sufficient
condition for this is the existence of a ∈ D, such that ¬a ∈ D [2, § 4].

Given the above, if one intends to define a three-valued paraconsistent matrix
and at the same time diverge from the classical logic as little as possible, it seems
rather natural to take a {0, 1}-preserving three-valued matrix with ‘standard’ basic
operations {∧,∨,→,¬} and modify the negation to obtain paraconsistency: 2 ∈ D
and ¬2 ∈ D. This approach results in matrices of the form

M = 〈{0, 1, 2},∧,∨,→,¬, {1, 2}〉,

where basic operations correspond to the truth-table schemata below [2].

∧ 0 1 2
0 0 0 0
1 0 1 1 o 2
2 0 1 o 2 1 o 2

∨ 0 1 2
0 0 1 1 o 2
1 1 1 1 o 2
2 1 o 2 1 o 2 1 o 2

→ 0 1 2
0 1 1 1 o 2
1 0 1 1 o 2
2 0 1 o 2 1 o 2

¬x

0 1
1 0
2 1 o 2

Here and elsewhere in the paper the notation ‘1 o 2’ signifies that either 1 or 2
should be picked for the resulting truth-table. This way we obtain 23 conjunctions,
25 disjunctions, 24 implications, 2 negations, and, as a result, 213 = 8, 192 matrices.
We will label the class of all such matrices as NAT. As pointed out in [2], each logic
defined by a matrix from NAT is different from the others.

In [14, p. 77–79], the schemata are supplemented with two more operations:

◦x
0 1
1 1
2 0

•x
0 0
1 0
2 1

We denote as LFI the class of all matrices of the form

M = 〈{0, 1, 2},∧,∨,→,¬, ◦, •, {1, 2}〉.
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By construction, LFI contains 8,192 matrices as well, and they also define pairwise
distinct logics [14, p. 78, Th. 130].

Although, there are two observations to be made. First, as noted in [2], while
all matrices in NAT define distinct logics, some of them have equivalent expressive
power. Obviously, the same goes for LFI. At the same time, as shown by P.Wojtylak,
whenever two matrices which differ only in the sets of basic operations have equiv-
alent expressive power, the logics they define can be conservatively translated into
each other [52], [53]. In other words, they can be considered linguistic variants of
the same logic (see [51, § 1.8]).

To identify logics that are genuinely different, we should partition the matri-
ces into equivalence classes with respect to mutual definability of basic operation
sets. An example of such approach can be found in [49], where this work is done
for implicative extensions of Weak Kleene Logic and Paraconsistent Weak Kleene
Logic (see [16], [11], [48] regarding the latter). The author has shown that 24 ma-
trices obtained from the matrix of PWK can be partitioned into just 7 classes of
equivalence. If we adopt this approach, we will find that NAT generates much fewer
negative extensions of CPC+ as well.

Second, the definition yields matrices for the fixed language in the signature
{∧,∨,⊃,¬}. However, most results regarding such matrices hold for their {0, 1}-
preserving extensions as well. At the same time, some of those extensions can not
be defined within NAT. Consider the matrix 〈{0, 1, 2},∧,∨,→,¬, ∗, {1, 2}〉.

∧ 0 1 2
0 0 0 0
1 0 1 1
2 0 1 1

∨ 0 1 2
0 0 1 1
1 1 1 1
2 1 1 1

→ 0 1 2
0 1 1 1
1 0 1 1
2 0 1 1

¬x

0 1
1 0
2 1

∗x
0 0
1 0
2 2

Evidently, there is no matrix 〈{0, 1, 2},∧,∨,→,¬, {1, 2}〉 from NAT of equivalent
expressive power. So there are more paraconsistent extensions of CPC+ than NAT
generates.

In light of the observations presented above, we can conclude that the question
regarding the number of three-valued paraconsistent extensions of CPC+ has not
yet been answered decisively. To frame this question in more precise terms, let us
first focus on some facts concerning NAT and LFI.

Notice that CPC = 〈{0, 1},∧,∨,→,¬, {1}〉, the usual matrix of CPC, is a
submatrix of every M ∈ NAT. As it follows from A.V.Makarov’s results [34], this
entails that in every M one can define at least one of the following operations:
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↓1 0 1 2
0 1 0 1
1 0 0 0
2 1 0 1

↓2 0 1 2
0 1 0 0
1 0 0 0
2 0 0 0

↓3 0 1 2
0 1 0 0
1 0 0 0
2 0 0 2

If ↓1 or ↓2 are definable inM, thenM is an extension of Sette’s matrix P1 [43].
It follows from the results in [14] (see Theorem 136 in particular) and the fact that
x ↓1 x defines the Sette negation, and x ↓2 x defines the classical negation2.

Both ◦ and • are definable in P1, so every extension of P1 defines an LFI, a
logic that is paraconsistent, but gently explosive [14, pp. 19–21].

If ↓3 is definable in M, then M is an extension of Sobociński’s matrix A1 (as
described in [2, § 5.2]). In fact, ↓3 is a Pierce arrow for A1, as demonstrated by the
following identities: ∼ x =: x ↓3 x; x ∩ y =:∼ x ↓3∼ y; x → y =: ∼ (∼ x ↓3 y);
x ⇒ y =: x →∼ (y →∼ x); x � y =: (x ⇒ y) ∩ (∼ y ⇒∼ x); x ⊗ y =∼ (x �∼ y),
where ⊗ is Sobociński’s conjunction.

A matrix is called {2}-preserving iff for each its operation f(x1, . . . , xn) it holds
that f(2, . . . , 2) = 2. IfM is {2}-preserving, then for every set of formulas ©(p) we
have h({©(p), p,¬(p)}) ⊆ D whenever h(p) = 2. Therefore, 〈{©(p), p,¬(p)}, q〉 /∈
Cn(M), and the logic induced byM is not an LFI (cf. Example 17 and Theorem
25 in [14, pp. 17–25]). In particular, this is the case for A1 or any of its {2}-
preserving extensions. Notice that a more general claim also holds: for every X ⊆ L,
if V ar(X) 6= V ar(L), then there is α ∈ L, such that X 0 α. The logics with such a
property are called non-exploding [1, Def. 26].

Now consider the following truth-tables:

∧ 0 1 2
0 0 0 0
1 0 1 2
2 0 2 2

∨ 0 1 2
0 0 1 2
1 1 1 1
2 2 1 2

→1 0 1 2
0 1 1 1
1 0 1 1
2 0 1 1

→2 0 1 2
0 1 1 1
1 0 1 2
2 0 1 2

¬x

0 1
1 0
2 2

The matrix 〈{0, 1, 2},∧,∨,→1,¬, {1, 2}〉 defines the logic MPT [17] (also studied
as TLP in [47, § 2.1]). Numerous linguistic variants of this logic are known in the
literature: J3, CLuNs, LFI1 (see [14, p. 18–19], [13, § 4.4.3] and references therein).
Recent new version of this logic has appeared in [9] under the name SP3B.

2Interestingly enough, whenever ↓1 is definable inM∈ NAT, so is ↓2, and vice versa, as {↓1, ↓2}
constitutes a base for P1. See [28] and [29] for detailed elaborations on this theme.
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The matrix 〈{0, 1, 2},∧,∨,→2,¬, {1, 2}〉 defines the logic PAC. This logic is
also known in the literature under other names, such as PCont [42], RM3, PIs (see
[2, § 5.4], [14, p. 17–18] and references therein).

We will label the two matrices as MPT and PAC respectively. Observe that
bothMPT and PAC belong to NAT. As it follows from [6, Th. 2.21], every {0, 1}-
preserving operation is definable inMPT , and in PAC one can define any operation
that is both {0, 1}-preserving and {2}-preserving at the same time.

Hence, all {0, 1}-preserving three-valued paraconsistent extensions of CPC+

that are LFIs are defined by matrices that are extensions of P1 and are definable
in MPT . All {0, 1}-preserving three-valued paraconsistent extensions of CPC+

that are non-exploding are defined by matrices that are extensions of A1 and are
definable in PAC.

Now we can refine the central question of this paper for the three-valued case in
the following way:

• How many matrices with expressive power between P1 and MPT are not
mutually definable?

• How many matrices with expressive power between A1 and PAC are not mu-
tually definable?

The number of matrices can be used to determine the number of many-valued
logics they induce. Still, there are points related to the connection between matrices
and calculi that require clarification.

Consider the set Ek = {0, 1, . . . , k − 1}. Let us denote the set of all n-ary
functions on Ek as Pnk . For any fixed n ∈ N the total number of n-ary functions
definable on Ek equals kk

n , so Pnk is always finite. Now define the set Pk =
⋃
n≥1 P

n
k .

Since N is countably infinite, so is Pk. Therefore, Pk contains the countably infinite
number of finite subsets and the uncountably infinite (cardinality of ℵ1) number of
infinite subsets.

When we define a k-valued logic, we establish a one-to-one correspondence be-
tween basic connectives of a given propositional language and a set of functions of
a k-valued algebra. In other words, a set of basic connectives is put into correspon-
dence with a subset of Pk.

If the arity of the basic connectives of L is not allowed to exceed some fixed m
(for example, all basic connectives have to be either unary or binary), only finitely
many k-valued logics in the language L can be defined for a given k. On the other
hand, if there is no restriction regarding the arity of basic connectives, the amount
of possible k-valued logics becomes at least countably infinite.
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Some authors (e.g. R. Wòjcicki [51, p. 12]) define propositional languages as
having strictly finitely many basic connectives. In this case only the countably
infinite number of k-valued logics can be defined for a given k. However, it is also
rather common in the newer literature to not make the finiteness of the set of basic
connectives a hard requirement (e.g. [23, pp. 2–4], [24, p. 15], [27, pp. 51–52]).
Once we allow the set of basic connectives to be infinite, we are enabled to define
continuum-many k-valued logics.

A three-valued version of CPC+ is obtained when we pick three binary func-
tions (f∧, f∨, f⊃) on {0, 1, 2}, which satisfy the ‘standard conditions’ of Rosser and
Turquette for conjunction, disjunction and implication respectively. If we supple-
ment the syntax of CPC+ with new connectives §1, . . . , §r and assign to them the
functions f§1 , . . . , f§r of corresponding arities, we get a three-valued linguistic ex-
tension of CPC+. The number of three-valued linguistic extensions of CPC+ then
coincides with the number of supersets of {f∧, f∨, f⊃} in P3.

We have already established that Pk contains countably many finite subsets and
uncountably many infinite subsets for every k. Trivially, P3 contains countably many
finite subsets and uncountably many infinite subsets, which contain {f∧, f∨, f⊃}
— we obtain them by simply supplementing {f∧, f∨, f⊃} with one subset of P3 \
{f∧, f∨, f⊃} at a time. Although the matter becomes not as trivial when we focus
on not just any subsets of P3, but only the ones closed w.r.t. superposition.

In the literature, a number of sufficient conditions is known under which a closed
subset of P3 has finitely, countably or uncountably many closed supersets (see e.g.
[57]). However, no universal procedure to determine the number of closed supersets
of a given closed subset of P3 is known to the author of the present paper. In what
follows, we demonstrate that some closed subsets of P3 generated by sets of the form
{f∧, f∨, f⊃} are in fact contained in infinitely many pairwise distinct subsets of P3
— and that is how the infinite number of three-valued pairwise distinct linguistic
extensions of CPC+ is shown to be possible.

3 Three-Valued Extensions of CPC+

In this section, we will show that there is a uncountably infinite set of closed sets
of functions, each of which can be used to define a functional extension of P1, and
a countably infinite chain of closed sets of functions, each of which can be used to
define a functional extension of A1. First, a number of definitions and notational
remarks is in order.

Let A be a finite set with at least two elements. We will denote the set of
all functions on A as PA. The so-called Mal’tsev operations on PA are defined as
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follows3:

• (ζf)(x1, . . . , xn) = f(x2, x3, . . . , xn, x1),

• (τf)(x1, . . . , xn) = f(x2, x1, x3, . . . , xn),

• (∆f)(x1, . . . , xn−1) = f(x1, x1, x2, . . . , xn−1) in n ≥ 2,

• ζf = τf = ∆f = f if n = 1,

• (∇f)(x1, . . . , xn+1) = f(x2, x3, . . . , xn+1),

• (f ? g)(x1, . . . , xm+n−1) = f(g(x1, . . . , xm), xm+1, . . . , xm+n−1).

The algebra PA = 〈PA, ζ, τ,∇,∆, ?〉 is called iterative full function algebra on A.
A function f ∈ PA is called a superposition over F ⊆ PA iff f can be obtained

from the functions of F by a finite number of applications of Mal’tsev operations.
The set of all superpositions over F ⊆ PA is called the closure of F and is denoted
by [F ]. A set F ⊆ PA satisfying [F ] = F is called a closed set or a subclass of PA.

Denote as P3 the iterative full function algebra on {0, 1, 2}. In the previous
section we have defined three-valued matrices on the same set. This way, the set of
all operations definable in a three-valued matrixM coincides with some subclassM
of P3. If M1 and M2 are three-valued matrices with the same designated values,
M1 is definable in M2 iff M1 is a subclass of M2. Such matrices are equivalent in
expressive power iff their basic operations generate the same subclass of P3.

The basic operations of MPT generate the maximal subclass T01 of P3 which
consists of all {0, 1}-preserving functions. The basic operations of P1 generate the
subclass P3,2 of P3 which consists of all functions with the domain in {0, 1, 2} and
the image in {0, 1} [44].

The amount of matrices with expressive power between P1 andMPT that are
not mutually definable then equals the amount of subclasses of P3 that contain P2,3
and are contained in T01.

Theorem 1. There are continuum-many subclasses of P3 that contain P3,2 and are
contained in T01.

Proof. Consider the {0, 1}-preserving function rn(x1, . . . , xn), where n ∈ N \ {1}:

rn(x1, . . . , xn) =


1, if for some i ∈ {1, . . . , n} xi = 2 and

xj = 1 for all j 6= i,
2, if x1 = · · · = xn = 2,
0 otherwise.

3For more detailed exposition of this material see [30, P. II, Ch. 1]
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It is known that the system {ri|i ≥ 2} constitutes a countable basis for [{ri|i ≥
2}] [30, p. 426, Lemma 14.10.4]. This entails rk /∈ [{ri|i ≥ 2} \ {rk}] for every
rk ∈ {ri|i ≥ 2}. Let us denote [{ri|i ≥ 2} \ {rk}] as Rk.

Now suppose rk(x1, . . . , xk) = Φ(Φ1, . . . ,Φm), where Φ ∈ Rk ∪ P3,2, Φ1, . . . ,Φm

are either variables or functions from Rk ∪ P3,2.
Notice that functions from Rk produce the value 2 iff all their arguments take

this value. At the same time, functions from P3,2 never produce the value 2. Con-
sequently, if there was even one instance of a function from P3,2 in Φ,Φ1, . . . ,Φm,
then Φ(Φ1, . . . ,Φm) 6= 2 would hold. By definition, rk(x1, . . . , xk) = 2 iff x1 = · · · =
xk = 2, so Φ,Φ1, . . . ,Φm can contain no functions from P3,2.

As it follows from the above, Φ,Φ1, . . . ,Φm contain only variables and functions
from Rk. But then Φ(Φ1, . . . ,Φm) ∈ [Rk]. Again, there is a contradiction, and we
conclude that rk(x1, . . . , xk) /∈ [Rk ∪ P3,2].

Denote two arbitrary subsets of {ri|i ≥ 2} as R′ and R′′. Since rk(x1, . . . , xk) /∈
[Rk ∪P3,2], it is also the case that [R′ ∪P3,2] 6= [R′′ ∪P3,2] whenever R′ 6= R′′. Now,
{ri|i ≥ 2} is countable, so it contains continuum-many (possibly infinite) subsets.
This means that there are also continuum-many different subclasses of P3 generated
by systems of the form R ∪ P3,2, where R ⊆ {ri|i ≥ 2}. �

This theorem provides a recipe to obtain continuum-many paraconsistent lin-
guistic extensions of CPC+ that are LFIs. Consider Sette’s matrix

P1 = 〈{0, 1, 2},∧,∨,⊃,¬, {1, 2}〉

for the language L = 〈L, ∧̇, ∨̇, ⊃̇, ¬̇〉. It defines the logic P1 which is already known
to be a paraconsistent extension of CPC+ and an LFI. Consequently, so are all
linguistic extensions of P1.

Let us supplement the basic operations of P1 with some (possibly infinite) R ⊆
{ri|i ≥ 2}. We obtain the matrix P1

R = 〈{0, 1, 2},∧,∨,⊃,¬, rj1 , rj2 , . . . {1, 2}〉 for the
language L = 〈L, ∧̇, ∨̇, ⊃̇, ¬̇, ṙj1 , ṙj2 , . . . 〉. Clearly, P1

R defines a linguistic extension
of P1.

By virtue of Theorem 1, such matrices P1
R′ and P1

R′′ constructed using subsets R′
and R′′ of {ri|i ≥ 2} are equivalent in expressive power iff R′ = R′′. Therefore, the
set of all logics of the type P1

R that are not linguistic variants of each other has the
power of continuum. However, if we limit ourselves to languages with finite amount
of basic connectives, this set becomes just countable, since only finite subsets of
{ri|i ≥ 2} would be available in this case.

Now we will use the similar strategy to estimate the amount of matrices with
expressive power between A1 and PAC. We were able to prove that this amount is
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at least countably infinite. Whether there are exactly that many is an open question.
Let us introduce some necessary concepts and auxillary lemmata.

Notice that F is a subclass of PA iff 〈F, ζ, τ,∇,∆, ?〉 is a subalgebra of PA.
Let PA and PA′ be iterative full function algebras on A and A′ respectively, F =
〈F, ζ, τ,∇,∆, ?〉 a subalgebra of PA, and G = 〈G, ζ ′, τ ′,∇′,∆′, ?′〉 a subalgebra of
PA′ . We say that F ⊆ PA is a homomorphic inverse image of G ⊆ PA′ iff there
exists a homomorphism from F onto G.

The following lemmata belong to S.V.Yablonskii [54, § 8]. In English, similar
topics are treated in [30, P. II, §§ 5.2.3, 12.1].

Lemma 2. Let A′ ⊆ A. We say that a subclass F of PA preserves a set A′ iff
for every f ∈ F it is true that f(x1, . . . , xn) ∈ A′ whenever xi ∈ A′ for each i
(1 ≤ i ≤ n). If F preserves A′, it is a homomorphic inverse image of a subclass G
of PA′ with respect to the following homomorphism ϕ: for fn ∈ F and gm ∈ G let
ϕ(fn) = gm iff m = n and f(x1, . . . , xn) = g(x1, . . . , xn) whenever xi ∈ A′ for each
1 ≤ i ≤ n.

Lemma 3. A subclass F of PA is said to preserve a partition π : A = A0 + A1 +
· · ·+An iff for every f ∈ F the following holds:

if f(x1, . . . , xi−1, xi, xi+1, . . . , xm) ∈ Aj and xi ∈ Ak (j, k ∈ {0, 1, . . . , n},
1 ≤ i ≤ m), then f(x1, . . . , xi−1, x

′
i, xi+1, . . . , xm) ∈ Aj whenever x′i ∈ Ak.

Suppose F preserves π, and A′ = {a0, a1, . . . , an}. Then F is a homomorphic inverse
image of a subclass G of PA′ with respect to the following homomorphism ψ: for fn ∈
F and gm ∈ G let ψ(fn) = gm iff m = n and q(f(x1, . . . , xn)) = g(q(x1), . . . , q(xn)),
where q(Aj) = aj.

Using the lemmata above, A.V.Makarov has proposed a method which allows
one to show that certain subclasses of P3 form countably infinite chains [33].

Let {fµ(x1, . . . , xµ+1)|µ ∈ N \ {1, 2}} be a system of functions from P3, where

fµ(x1, . . . , xµ+1) =


2, if at least µ variables

take the value 2,
0 otherwise.

Lemma 4. Closed sets of the form Fµ = [{fµ(x1, . . . , xµ+1)] constitute a countably
infinite chain.

Proof. Notice that F3 = [{fµ(x1, . . . , xµ+1)|µ ∈ N \ {1, 2}}] preserves the partition
with blocks A0 = {0, 1}, A1 = {2}. By Lemma 3, F3 is an inverse homomorphic
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image of a subclass of P2 with respect to ψ, where q({0, 1}) = 0, q({2}) = 1. For
each fµ, ψ(fµ) = hµ, where

hµ(x1, . . . , xµ+1) =


1, if at least µ variables

take the value 1,
0 otherwise.

It is known that [hµ(x1, . . . , xµ+1)] = Fµ6 for µ ≥ 3. Moreover, it is known that
hq(x1, . . . , xq+1) /∈ F p6 , where q ≥ 3, p > q. Therefore, there is an infinite chain of
subclasses of P2 [55, Ch. IV, § 9, Lemma35]4:

F 3
6 ⊃ F 4

6 ⊃ · · · ⊃ F
p
6 ⊃ . . .

Since F3 is an inverse homomorphic image of F 3
6 , it is also the case that

[fµ(x1, . . . , xµ+1)] = Fµ, fq(x1, . . . , xq+1) /∈ Fp, if q ≥ 3, p > q, and there is an
infinite chain of subclasses of P3:

F3 ⊃ F4 ⊃ · · · ⊃ Fp ⊃ . . .

�

Denote as T2 the subclass of P3 which consists of {2}-preserving functions. The
closed set of all functions definable in PAC then coincides with T01 ∩ T2. Moreover,
the class of all functions definable in A1 (i.e. [↓3]) is contained in T2, and so is each
Fm (3 ≤ m ≤ p) from Lemma 4. This leads to the following theorem.

Theorem 5. The set of subclasses of P3 which contain [↓3] and are contained in
T01 ∩ T2 is at least countably infinite.

Proof. Consider the system of functions {↓3, {fµ(x1, . . . , xµ+1)|µ ∈ N \ {1, 2}}}.
Notice that ↓3 preserves the partition with blocks A0 = {0, 1}, A1 = {2}. By

Lemmata 3 and 4, F ∗3 is an inverse homomorphic image of a subclass of P2 with
respect to ψ, where q({0, 1}) = 0, q({2}) = 1.

As shown in Lemma 4, ψ(fµ) = hµ. By the definition of ψ, ψ(x1 ↓3 x2) = x1∧x2,
where ‘∧’ denotes Boolean conjunction.

It is known5 that hµ(x1, . . . , xµ+1) =
µ+1∨
i=1

x1 ∧ · · · ∧ xi−1 ∧ xi+1 ∧ · · · ∧ xµ+1.

Consequently, x1 ∧ x2 can be obtained from hµ(x1, . . . , xµ+1) by identification of
variables, so x1 ∧ x2 ∈ [hµ(x1, . . . , xµ+1)] for every µ.

As a result, F ∗3 is an inverse homomorphic image of F 3
6 ,

4We are following [55] and [33] in use of notation. In [30] this matter is treated in P. II, Ch. 3,
and T0,µ ∩M ∩ T1 is used instead of Fµ

6 .
5See [55, Ch. IV, § 6, Lemma32] or [30, p. 146].
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[{↓3, fµ(x1, . . . , xµ+1)}] = F ∗µ , fq(x1, . . . , xq+1) /∈ F ∗p ,

if q ≥ 3, p > q, and there is an infinite chain of subclasses of P3:

F ∗3 ⊃ F ∗4 ⊃ · · · ⊃ F ∗p ⊃ . . .

�

Theorem 5 provides a recipe to obtain countably many paraconsistent linguistic
extensions of CPC+ that are non-exploding. Together, Theorems 1 and 5 then
answer the two questions raised at the end of the previous section. Although the
answer regarding the amount of functional extensions of A1 is only definitive regard-
ing the matrices for languages with finitely many basic connectives. Nevertheless,
in a more general case, it can be shown that the set of many-valued paraconsistent
linguistic extensions of CPC+ has the power of continuum. To do that, we will take
the investigation a step further and explore the four-valued case.

4 Four-Valued Extensions of CPC+

The approach used to obtain three-valued paraconsistent logics from the previous
sections can be easily generalized to an arbitrary number of values. This section
deals with one such generalization, a class of four-valued matrices of logics which
are simultaneously paraconsistent and paracomplete, which we will label as NAT4.

According to A. Loparić and N.C.A. da Costa [31], ‘a logical system is paracom-
plete if it can function as the underlying logic of theories in which there are (closed)
formulas such that these formulas and their negations are simultaneously false’.

In terms of logical consequence, a logic is said to be paracomplete iff for some
theory T and formulas α, β it holds that {T, α} ` β, {T,¬α} ` β, T 0 β [1]6.

A logic is called paranormal iff it is both paraconsistent and paracomplete [8]. As
noted in [1], the necessary condition for paranormality in a four-valued matrix is the
existence of a ∈ D, such that ¬a ∈ D, and b /∈ D, such that ¬b /∈ D. Together with
Rosser and Turquette’s standard conditions for binary operations (the designated
values are {1, 3} in this case) and the requirement of {0, 1}-preservation for all
connectives, this leads to the following schemata.

∧ 0 1 2 3
0 0 0 0 o 2 0 o 2
1 0 1 0 o 2 1 o 3
2 0 o 2 0 o 2 0 o 2 0 o 2
3 0 o 2 1 o 3 0 o 2 1 o 3

∨ 0 1 2 3
0 0 1 0 o 2 1 o 3
1 1 1 1 o 3 1 o 3
2 0 o 2 1 o 3 0 o 2 1 o 3
3 1 o 3 1 o 3 1 o 3 1 o 3

6Another approach to paracompleteness is to regard it as dual to paraconsistency and handle
it within the multiple-conclusion framework (see [38], [36], [18]).
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→ 0 1 2 3
0 1 1 1 o 3 1 o 3
1 0 1 0 o 2 1 o 3
2 1 o 3 1 o 3 1 o 3 1 o 3
3 0 o 2 1 o 3 0 o 2 1 o 3

¬x

0 1
1 0
2 0 o 2
3 1 o 3

As in the three-valued case, the most ‘expressive’ matrix we can obtain is the
one where every {0, 1}-preserving operation can be defined. A.Avron and O.Arieli
have shown that such a property is possessed by the matrix

MCC = 〈{0, 1, 2, 3},∧,∨,→,¬,−, {1, 3}〉,

where operations are defined the following way [1, Th. 11]:

∧ 0 1 2 3
0 0 0 0 0
1 0 1 2 3
2 0 2 2 0
3 0 3 0 3

∨ 0 1 2 3
0 0 1 2 3
1 1 1 1 1
2 2 1 2 1
3 3 1 1 3

→ 0 1 2 3
0 1 1 1 1
1 0 1 2 3
2 1 1 1 1
3 0 1 2 3

¬x

0 1
1 0
2 2
3 3

−x

0 0
1 1
2 3
3 2

Obviously, {∧,∨,→,¬} satisfy the schemata above. However, an additional
operation ‘−’ is added to obtain the necessary expressive power. Let’s show that we
can replace the implication in such a way that no extra operations will be necessary.
Consider the following schema:

⇒ 0 1 2 3
0 1 1 1 o 3 1 o 3
1 0 1 0 1
2 3 1 o 3 1 1 o 3
3 2 1 o 3 0 o 2 1

As before, the use of o signifies that one of two values must be chosen for the
actual truth-table. Since the schema for ⇒ requires it to be {0, 1}-preserving, no
matter what choices we make, the resulting version of ⇒ will be representable in
MCC by a formula containing only connectives from {∧,∨,→,¬,−} [1, Th. 11].
Therefore, the following identities are sufficient to demonstrate that the matrix
M′CC = 〈{0, 1, 2, 3},∧,∨,⇒,¬, {1, 3}〉 is equivalent toMCC in its expressive power:
∼ x =: x ⇒ ¬(x ⇒ x); −x = ¬ ∼ x; �x =: (x ⇒ x) ⇒ x; x ⊃ y =:∼ (x∧ ∼ y);
x→ y = �x ⊃ y.
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We will now address the number of four-valued matrices which induce paranormal
logics extending CPC+ that can be defined in MCC . As in the third-valued case,
we will be dealing with closed sets of functions. The first example, which we will
label as I1P1, is similar to P1 in a sense that all operations produce classical values
exclusively:

∧ 0 1 2 3
0 0 0 0 0
1 0 1 0 1
2 0 0 0 0
3 0 1 0 1

∨ 0 1 2 3
0 0 1 0 1
1 1 1 1 1
2 0 1 0 1
3 1 1 1 1

→ 0 1 2 3
0 1 1 1 1
1 0 1 0 1
2 1 1 1 1
3 0 1 0 1

¬x

0 1
1 0
2 0
3 1

The logic I1P1 defined by I1P1 has been explored in [21, § 4.3] and [22]7.
I1P1 is an LFI. The following operation is definable in I1P1: ◦x = ¬(x ∧ y) ∨

¬¬x. Add the appropriate connective to the language of I1P1: h(◦̇p) = ◦(h(p))
for every h ∈ V al(I1P1). Verify that p, ◦̇p 0 q, ¬p, ◦̇p 0 q, p,¬p, ◦̇p ` q in I1P1.
as a corollary, not only is I1P1 an LFI, but so are all of its linguistic extensions
(cf. [14, pp. 20–21]). Let us now demonstrate that there are continuum-many such
extensions.

By abuse of notation, denote the class of all functions definable inMCC as T01
as in the three-valued case. The class of all functions definable in I1P1 coincides
with P4,2 (this follows from the results presented in [50]).

Theorem 6. There are continuum-many subclasses of P4 that contain P4,2 and are
contained in T01.

Proof. Consider the {0, 1}-preserving function r′n(x1, . . . , xn) ∈ P4, where
n ∈ N \ {1}:

r′n(x1, . . . , xn) =



1, if for some i ∈ {1, . . . , n} xi = 2 and
xj = 1 for all j 6= i,

2, if x1 = · · · = xn = 2,
3, if x1 = · · · = xn = 3,
0 otherwise.

7As a side note, a similar matrix can be found in [32] and [26]. It differs in the definition of
negation: ¬2 = 2 and ¬3 = 3.
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Since r′n preserves {0, 1, 2}, it is an inverse homomorphic image of of rn from Theo-
rem 1. Therefore, the system {r′i|i ≥ 2} constitutes a countable basis for [{r′i|i ≥ 2}].
This entails r′k /∈ [{r′i|i ≥ 2} \ {r′k}] for every r′k ∈ {r′i|i ≥ 2}, so [{r′i|i ≥ 2}] contains
continuum-many closed subclasses. Notice that functions from {r′i|i ≥ 2} produce
the value 2 iff all their arguments take this value. At the same time, functions from
I1P1 never produce the value 2. The remainder of the proof is as in Theorem 1. �

We have just shown that the set of all matrices with expressive power between
I1P1 andMCC has the cardinality of continuum. Consequently, there are as many
four-valued paraconsistent extensions of CPC+ that are LFIs. Now we turn to
matrices from NAT4 that induce non-exploding logics.

First, let us find a condition that is sufficient to estimate a lower boundary of
the number of non-exploding matrices definable in NAT4.

If M ∈ NAT4 is {3}-preserving, then M does not induce an LFI. Let ©(p)
be a set of formulas depending on exactly one variable p. Suppose M is {3}-
preserving. Then h(¬p) = h(©(p)) = 3 for every h ∈ V al(M), such that h(p) = 3.
Consequently, p,¬p,©(p) 0 q inM and it does not induce an LFI. In more general
terms, X 0 q whenever q /∈ V ar(X), soM is non-exploding.

Let T01 and T3 stand for the subclasses of P4 which consist of all {0, 1}-preserving
and {3}-preserving functions respectively. Consider a matrix

M013 = 〈{0, 1, 2, 3}, F, {1, 3}〉,

such that [F ] = T01∩T3. Since [F ] ⊂ T01,M013 is definable inMCC . Since [F ] ⊂ T3,
each matrix definable inM013 is non-exploding.

One of the matrices definable inM013 is quite similar to Sobociński’s matrix A1.
Consider the matrix A′1 = 〈{0, 1, 2, 3},∧,∨,→,¬, {1, 3}〉.

∧ 0 1 2 3
0 0 0 0 0
1 0 1 0 1
2 0 0 0 0
3 0 1 0 3

∨ 0 1 2 3
0 0 1 0 1
1 1 1 1 1
2 0 1 0 1
3 1 1 1 3

→ 0 1 2 3
0 1 1 1 1
1 0 1 0 1
2 1 1 1 1
3 0 1 0 3

¬x

0 1
1 0
2 0
3 3

Denote as A′1 the closed set of all functions definable in A′1. The number of non-
exploding matrices definable in NAT4 can not be lower than the number of closed
subclasses of P4 between T01 ∩ T3 and A′1.
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Theorem 7. There are continuum-many subclasses of P4 that contain A′1 and are
contained in T01 ∩ T3.

Proof. As in Theorem 6. �

Theorems 7 and 6 allow us to produce uncountably many four-valued LFIs and
non-exploding logics, or countably many of them, if we only consider languages with
finite amount of basic connectives. However, there is a caveat: none of such logics
are maximally paraconsistent.

A logic is said to be maximally paraconsistent iff it is paraconsistent, but none of
its deductive extensions8 are [1, Def. 16]. It has been shown that all logics induced
by three-valued matrices from NAT, as well as their linguistic extensions, possess
this property [4, Ex. 3.8]. In the four-valued case, the matrix MCC and several
others have been demonstrated to induce maximally paraconsistent logics [1]. The
following lemma, which is similar to Theorem 17 in the paper just cited, provides a
necessary condition for maximal paraconsistency in logics induced by matrices from
NAT4.

Lemma 8. If M4 ∈ NAT4 is {0, 1, 3}-preserving, it does not induce a maximally
paraconsistent logic.

Proof. IfM4 ∈ NAT4 is {0, 1, 3}-preserving, then it has a three-valued submatrix,
which is isomorphic to some matrixM3 from NAT. Let L4 and L3 be logics induced
byM4 andM3. Then L4 ⊆ L3. Verify that p∨¬p is necessary valid in L3, but can
not be valid in L4. Therefore, L3 is a paraconsistent proper extension of L4, and
the latter is not maximally paraconsistent. �

Since every matrix obtained via Theorems 6 and 7 is {0, 1, 3}-preserving, they
can not induce maximally paraconsistent logics. Although, some four-valued lin-
guistic extensions of those logics can be shown to be maximally paraconsistent.
The following lemmata, which are adapted from [4, Th. 3.2], provide the sufficient
conditions for maximality in such extensions.

Lemma 9. If M is a functional extension of I1P1 and is not {0, 1, 3}-preserving,
the logic L = 〈L,`〉 induced byM is maximally paraconsistent w.r.t. ¬ of I1P1.

Proof. Suppose L′ = 〈L,〉 is a logic in the language of L that is strictly stronger
than L. Then there are X and α, such that h∗(X) ⊆ {1, 3} and h∗(α) ∈ {0, 2}

8That is, extensions that are obtained by addition of axioms or inference rules without changing
the language.
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for some h∗ ∈ V al(M), but X  α. Since M is not {0, 1, 3}-preserving, there is a
formula β, such that h′(q) ∈ {0, 1, 3} for each q ∈ V ar(β) and h′(β) = 2. For every
q ∈ V ar(β) and p ∈ V ar(X ∪ {α}) define the substitutions:

e0(q) =


¬¬p0, if h′(q) = 0,
¬p0, if h′(q) = 1,
p0, if h′(q) = 3.

e1(p) =


¬¬p0, if h∗(p) = 0,
¬p0, if h∗(p) = 1,
e0(β), if h∗(p) = 2,
p0, if h∗(p) = 3.

For every h ∈ V al(M), if h(p0) = 3, then h(e1(X)) ⊆ {1, 3} and h(e1(α)) ∈
{0, 2}. Therefore, the following holds: (1) p0,¬p0 ` e1(γ) for each γ ∈ X; (2)
p0,¬p0, e1(β) ` q0. Recall that L′ is strictly stronger than L. So p0,¬p0  e1(γ)
for each γ ∈ X and p0,¬p0, e1(β)  q0. Together with e1(X)  e1(α), this entails
p0,¬p0  q0, and L′ is not paraconsistent. �

Lemma 10. IfM is a {3}-preserving functional extension of A′1 and is not {0, 1, 3}-
preserving, the logic L = 〈L,`〉 induced by M is maximally paraconsistent w.r.t. ¬
of A′1.

Proof. Start as in Lemma 9, then define the substitutions:

e0(q) =


(q0 ∧ ¬q0), if h′(q) = 0,
¬(q0 ∧ ¬q0), if h′(q) = 1,
p0, if h′(q) = 3.

e1(p) =


(q0 ∧ ¬q0), if h∗(p) = 0,
¬(q0 ∧ ¬q0), if h∗(p) = 1,
e0(β), if h∗(p) = 2,
p0, if h∗(p) = 3.

For every h ∈ V al(M), if h(p0) = 3 and h(q0) ∈ {0, 1, 2}, then h(e1(X)) ⊆ {1, 3}
and h(e1(α)) ∈ {0, 2}. Moreover, since M is {3}-preserving, if h(p0) = h(q0) = 3,
then h(e1(α)) = 3 and h(e1(γ)) = 3 for every γ ∈ X. Therefore, the following holds:
(1) p0,¬p0 ` e1(γ) for each γ ∈ X; (2) p0,¬p0, e1(β) ` q0. The remainder of the
proof is as in Lemma 9. �

Now we will use Lemmata 9 and 10 to ‘recover’ maximal paraconsistency in
classes of matrices provided by Theorems 6 and 7. Supplement each of them with
the following operator:

~ 0 1 2 3
0 0 0 0 2
1 0 0 0 0
2 0 0 0 0
3 2 0 0 3
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Lemma 11. For every r′k ∈ {r′i|i ≥ 2} the following holds:

r′k /∈ [({r′i|i ≥ 2} \ {r′k}) ∪ P4,2 ∪ {~}].

Proof. Let Φ(Φ1, . . . ,Φm) be a formula, where Φ ∈ {r′i|i ≥ 2} ∪ P4,2 ∪ {~} and
Φ1, . . . ,Φm are either variables or functions from {r′i|i ≥ 2} ∪P4,2 ∪ {~}. By defini-
tions of r′n, I1P1, ~:

1. If x1 = · · · = xn = 2, then r′n(x1, . . . , xn) = 2;

2. If xi 6= 2 for some xi ∈ {x1, . . . , xn}, then r′n(x1, . . . , xn) 6= 2;

3. If xi 6= 3 for each xi ∈ {x1, . . . , xn}, then f(x1, . . . , xn) 6= 2 for every f ∈
[P4,2 ∪ {~}].

Suppose Φ(Φ1, . . . ,Φm) contains at least one instance of a function from P4,2∪{~}.
By virtue of (1)–(3), x1 = · · · = xn = 2 entails Φ(Φ1, . . . ,Φm) 6= 2. Therefore,
r′k /∈ [({r′i|i ≥ 2} \ {r′k}) ∪ P4,2 ∪ {~}] for every r′k ∈ {r′i|i ≥ 2}. �

Lemma 12. For every r′k ∈ {r′i|i ≥ 2} the following holds:

r′k /∈ [({r′i|i ≥ 2} \ {r′k}) ∪A′1 ∪ {~}].

Proof. Same as in Lemma 11. �

By virtue of Lemmata 9 and 11, the set of four-valued matrices that define
maximally paraconsistent LFIs and are pairwise distinct in expressive power has
cardinality of continuum. By virtue of Lemmata 10 and 12, the set of four-valued
matrices that define maximally paraconsistent non-exploding logics and are pairwise
distinct in expressive power has cardinality of continuum as well. That concludes
this contribution to the study of many-valued paraconsistent extensions of CPC+.
However, the study itself is far from over. In the final section we lay out some open
problems and directions for further investigations.

5 Conclusion

We have given several individual examples of infinite subclasses of P3 and P4 that
could be used to produce infinite sets of many-valued paraconsistent extensions of
CPC+. Although our results raise more questions than they answer.

First of all, it is yet not known whether it is possible to define continuum-many
functional extensions A1 which are definable in PAC.
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Second, while we have demonstrated the existence of uncountably infinitely many
subclasses of P3 between P3,2 and T01, the example we have given is clearly not the
only one possible. At least one different way to expand P3,2 is readily available if
we modify the definition of rn by replacing all 1s with 0s and vice versa.

Quite a lot of other similar subsets of Pk that have continuum cardinality is
known in the literature (cf. [30, §§ 12.3 14.10], [57]). This makes case-by-case
analysis a futile task.

Therefore, to provide the definitive answers regarding functional extensions of
A1 and P1, we would need to produce complete description of respective sublattices
of the lattice of all subclasses of P3 (L3) — the one between A1 and T01∩T2 as well
as the one P3,2 and T01 — which would be not unlike the well known description of
subclasses of P2 (cf. [30, p. 149]).

At the same time, the existence of subclasses with countable bases, which is the
source of the results presented in our paper, is the very reason for the lack of such a
general description for L3. The known descriptions of sublattices of L3 usually deal
with ‘manageable’ sets of subclasses that are at most countable [30, § 8.3].

The important exception can be found in D.N. Zhuk’s paper [56]. The author
isolated the ‘unmanageable’ segments of the lattice of all clones of self-dual functions
of P3 and was therefore able to present a comprehensible description of this lattice.
This result hints that a similar description could be possible for the lattices of clones
related to the topic of our paper.

The four-valued case raises several additional questions. The first group of prob-
lems is related to our generalization of NAT for the four values. We have identified
some sufficient conditions for formal inconsistency, non-explosiveness and maximal
paraconsistency in NAT4. However, the general description of necessary and suffi-
cient conditions for such properties in NAT4 is yet to be found.

Next, further research of the expressive power of matrices in NAT4 is in order.
In the three-valued case, the upper and lower boundaries of subclasses of NAT is
known for both the subclass of matrices that define LFIs and the subclass of matrices
that define non-explosive logics. In NAT4, on the other hand, the situation is more
complicated. The ‘strongest’ matrix has been identified as MCC . We have also
established that the class of operations definable in the strongest {3}-preserving
matrix coincides with T01 ∩ T3. While such a matrix is definable inMCC , it is still
not known whether T01 ∩ T3 has a basis of the form {∧,∨,⊃,¬}. The same is also
the case for the strongest matrix where every function from T01 ∩ T23 is definable.

The matrix I1P1 is one of the ‘minimal’ ones (i.e. no other matrix from NAT4 is
definable in it), since the set of all operations definable in it coincides with P4,2. The
matrix A′1 should also be minimal, but this has to be proved. In any case, the two
matrices we discussed do not exhaust the set of minimal matrices in NAT4. Neither
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I1P1 nor A′1 preserve {2, 3}, so there has to be a minimal matrix with this property.
The problem is directly related to the question of necessary and sufficient conditions
for maximality raised above. Notice that the relevant lemmata in our paper deal
with extensions of particular minimal matrices, and this is what facilitates their
proofs.

The second group of problems stems from the fact that there is more than one way
to generalize NAT. In NAT4, we deal with the class of designated valued D = {1, 3}.
But we could also take D = {1, 2, 3}, and this would lead to a different class of
matrices and a different class of logics, ones that are only paraconsistent, but not
paracomplete. All questions raised in this paper would be relevant for such a class
as well.

While the three-valued and four valued cases already provide plenty of material,
it is also of interest to consider the many-valued extensions of CPC+ from a gen-
eralized finite-valued viewpoint. In [3, § 5] the way to obtain an infinite sequence of
logics with gradually increasing number of truth-values is described. It seems worth
investigating whether it is possible to design a similar sequence, such that every k-
valued logic in the sequence would have continuum-many pairwise distinct k-valued
linguistic extensions. Moreover, the questions regarding the conditions of formal
inconsistency, maximality and other issues discussed above would best answered for
the generalized k-valued case.

Last but not least, all of the above is applicable to the paracompleteness prop-
erty. As pointed out by J.Marcos, ‘Any definition involving paraconsistency can
immediately be converted into a definition involving its dual, paracompleteness’ [39]
(see also [12]). Such a conversion essentially doubles the field of proposed research.
In addition to the problems of formal inconsistency, non-explosiveness and maximal
paraconsistency, the problems of formal uncertainty, non-implosiveness and maxi-
mal paracompleteness arise [36]. Such problems are already relevant to the matrices
discussed in Section 4, since all the logics they define are paracomplete. But what
is perhaps more interesting, paraconsistency also motivates the study of linguistic
extensions of a different fragment of CPC, the dual-positive one.

We have established in Section 2 that the schemata of NAT yield 8,192 matrices
with D = {1, 2} for the language 〈L,∧,∨,→,¬〉. At the same time, as noted in
[37], a similar construction for D = {1} would yield only 1,024 such matrices. This
seems to contradict the symmetry between paraconsistency and paracomleteness
pointed out above. The source of this discrepancy is in the standard condition for
the implication operator:
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D = {1} D = {1, 2}
→ 0 1 2
0 1 1 1
1 0 1 0 o 2
2 1 1 1

→ 0 1 2
0 1 1 1 o 2
1 0 1 1 o 2
2 0 1 o 2 1 o 2

← 0 1 2
0 0 1 0 o 2
1 0 0 0 o 2
2 0 o 2 1 0 o 2

← 0 1 2
0 0 1 1 o 2
1 0 0 0
2 0 0 0

For D = {1, 2} there are 24 options, but for D = {1} there are only two. The
symmetry is restored once we take into consideration the operation ←, where the
‘standard condition’ is obtained from those for ¬ and → via the following identity:
x← y =: ¬(¬x→ ¬y). Since ∧ is dual to ∨, {∧,∨,←} is dual to {∧,∨,→}. Notice
that in the classical two-valued case, the set of operations {∧,∨,→} preserves the
value 1 and the set of operations {∧,∨,←} preserves the value 0. Let us call the frag-
ment of CPC in the language {L,∧,∨,←} dual-positive and denote it as CPC−. If
we set out to explore the many-valued negative extensions of non-negative fragments
of CPC and preserve the symmetry between paraconsistency and paracompleteness
while doing that, in addition to the titular many-valued paracconsistent extensions
of classical positive propositional calculus, we need to at least study the many-valued
paracomplete extensions of classical dual-positive propositional calculus as well.

In light of the contents of this section, we conclude that the results presented in
the paper should be seen not as final answers, but rather as motivating examples
for research devoted to a rather sizeable subfield of non-classical logics.
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Abstract

The paper presents a systematic construction of natural-deduction proof-
systems for multi-valued logics from the truth-tables for the connectives. The
construction is based on poly-sequents of the form Γ1| · · · |Γn : ∆1| · · · |∆n, n ≥
2, improving on a previous approach by Baaz et. al. [2] Poly-sequents allow to
speak explicitly about the truth-value of a formula, and have in I/E-rules both
assumptions and conclusion that have any truth-value. Soundness and strong
completeness are proved. The generality of the construction is exemplified by
retrieving within the constructed ND-system a host of well-known ND-systems
for multi-valued logics.

1 Introduction

Our point of departure is the construction of a natural-deduction (ND) proof-system
for many-valued logics out of the truth-tables for the connectives, as presented in
Baaz et. al. In contrast to [2], our construction relies directly on the truth-tables
only, while Baaz et. al. rely on consequences of the truth-table which are not easy
to establish in general (see [2]) as it appeals to all interpretations. This reliance on
consequences of the truth-table is then shown to be eliminable.

A talk based on this paper was presented at ISRALOG17, Haifa, October 2017.
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Our central purpose is to present simpler and more intuitive construction, based
on a more advantageous extension of Gentzen’s logistic-ND to poly-logistic ND, an
extension referred to as poly-sequents, where both contexts of a sequent are poly-
contexts, a structure originating from sequent calculi. The central idea of using
poly-contexts is to allow for different kinds of assumptions and conclusions in an
ND-system, having arbitrary truth-values.

In more detail, our main aim is to devise a uniform construction of natural-deduction
proof-systems, denoted by N n, for any n-valued logic, n ≥ 2, constructed in a sys-
tematic way (only!) from the truth-tables for the connectives in the object language.
In particular, unlike [2], the construction is direct, without an intermediate passage
through a mediating sequent-calculus. This directness of construction is facilitated
by the following two characteristics of poly-sequents:

1. While only disjunction is present in the meta-language defining satisfaction
in Baaz et. al. [2] we have in the meta-language all the classical connectives:
disjunction, conjunction, implication and (in a certain form) negation.

2. Our poly-sequents provide a clear separation of assumptions and conclusions,
thereby being more faithful to the general concept of natural deduction and
to Gentzen’s original sequents.

We denote the truth-values generically as V = {v1, · · · vi, · · · vn}. Mnemonic names
for truth-values are used where appropriate.

Poly-sequents should be carefully distinguished from some notationally-related gen-
eralizations of sequents, found in the literature. In the sequel, Γi (assumptions) and
∆i (conclusions), 1 ≤ i ≤ n, are (finite, possibly empty) sets of formulas in some
object language.

poly-sequents: These are structures of the form

Π = Γ1| · · · |Γn : ∆1| · · · |∆n, n ≥ 2 (1.1)

Each Γi and ∆i, i ∈ n̂, are called (corresponding) compartments (of Π).

In a multi-valued logic, poly-sequents are interpreted, relative to some truth-
value assignment1 σ, conjunctively on the assumptions (Γis) and disjunctively

1Assignments are also called valuations in the literature.
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on the conclusions (∆js): if, for every 1 ≤ i ≤ n, every ϕ ∈ Γi has truth-value
vi under σ, then, for some 1 ≤ j ≤ n, some ψ ∈ ∆j has truth-value vj under
σ.

A remark2 about notation: Typically, the Γis, as well as the ∆is are
presented in ascending order of i. However, it is often convenient not to adhere
to this strict order of display. In such cases, however, if the name Γi itself is not
present, there might be ambiguity in determining the intended compartment
index. For example, for n = 2, consider α|β : γ|δ. This could mean either

Γ1 = {α},Γ2 = {β},∆1 = {γ} and ∆2 = {δ}

but also
Γ2 = {α},Γ1 = {β},∆2 = {γ} and ∆1 = {δ}

To disambiguate, we use remnants of the name of the compartment where
needed in the form of Λi, an empty compartment (of vi-valued formulas).

Thus, for the first reading,

Λ1, α|Λ2, β : Λ1, γ|Λ2, δ

while for the second reading we have

Λ2, α|Λ1, β : Λ2, γ|Λ1, δ

many-sided sequents: These are structures of the form

∆1| · · · |∆n, n ≥ 2 (1.2)

In a multi-valued logic, n-sided sequents are interpreted, relative to some truth-
value assignment σ, disjunctively: for some 1 ≤ i ≤ n, and some ϕ ∈ ∆i , ϕ
has truth-value vi under σ (see [2]).

hyper-sequents: These were introduced by Avron [1] (and, independently, also
presented by Pottinger [21]) and have the following form:

Γ1 : ∆1 | · · · | Γn : ∆n (1.3)

Hyper-sequents are also interpreted differently than poly-sequents, as follows:
If, for some 1 ≤ i ≤ n, every ψ ∈ Γi is true, then some ψ ∈ ∆i is true. This
interpretation appeals to two truth-values only.

2We thank an anonymous referee for drawing our attention to the need for this remark.
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The following advantages of using our poly-sequents as the building blocks of ND-
systems for multi-valued logics, in comparison to the use of n-sided sequents in [2],
are:

• As stated above, poly-sequents keep the formal separation of assumptions and
conclusions. In particular, poly-sequents allow for assumptions and conclusions
of the form3

Γ
{i,j}
|Γi, ϕ1|Γj, ϕ2 : ∆

{k,l}
|∆k, ψ1|∆l, ψ2 (1.4)

For example, anticipating what follows, we can state the (single) premise for
an I-rule for the truth of the (bivalent) classical implication, using mnemonics
{t, f} instead {1, 2}, as

Γ : Λf , ϕ|Λt, ψ

namely, either ϕ is false or ψ is true.

• The following property, essential in object languages lacking negation, can be
proved (cf. Theorem 3.1)

Λ : Λ1, ϕ| · · · |Λn, ϕ

expressing4 the claim that every ϕ has one of the n truth-values (extending
the bivalent claim that every formula is either true or false). This property is
taken as an axiom in [2].

Our contributions go beyond those in [2] in:

• Providing an extended theory of poly-sequents.

• Providing a strong completeness theorem for the full consequence relation over
poly-sequents.

• Establish the harmony and stability of the constructed I/E-rules, a major
ingredient for Proof-Theoretic semantics (see Section 3.6).

• Studying the derivability of specific ND-systems for multi-valued logics from
the literature within our general systems. See the remark on p. 21 for an
important point regarding this issue.

3As described below, the notation Γ
{i,j}

abbreviates (assuming i < j)

Γ1| · · · |Γi−1|Γi+1| · · · |Γj−1|Γj+1| · · · |Γn and similarly for ∆
{k,l}

.
4Here Λ are empty Γs, defined below.
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We mention on passing that poly-sequents were used for other purposes too, besides
formulating ND-systems for multi-valued logics.

• In [9], poly-sequents were used for expressing multilateralism, a natural gen-
eralization of bilateralism. The lateral is an approach to logic based on hav-
ing assertion and denial as two independent speech acts, allowing a “nice”
proof-theory for classical logic (see [29] for more details). In the case of multi-
lateralism, one can formulate abstract positions in which an agent can have
any of n ≥ 2 independent stances towards a proposition.

• In [12], a theory of transparent truth-value assignment predicates was formu-
lated. It is based on predicates Ti(ϕ̂) (where ϕ̂ is a unique name for ϕ), assert-
ing, when true, that ϕ has the truth-value vi. It generalizes the known disqou-
tational use of the transparent truth-predicate T (ϕ̂) expressed by T (ϕ̂)↔ ϕ.

Traditionally, a specific multi-valued logic is defined not only by its truth-tables for
its connectives, but also by a collection Vd ⊆ V of designated truth-values, the preser-
vation of which defines the consequence relation of the logic. We would like to draw
the reader’s attention, and emphasize, that our construction of an ND-system is not
over formulas, but over poly-sequents, endowed with their own consequence relation
(not depending on designated truth-values). For another approach to construct
ND-systems from multi-valued truth-tables that is based on designation of some
truth-values the reader is referred to [8]. There a reductive approach is employed,
reducing the construction to a bivalent one.

We defer the treatment of the consequence relation over formulas to Section 3.7.

2 Poly-sequents

Consider an arbitrary object language for a multi-valued logic. A truth-value as-
signment σ is a mapping of the formulas in the object language to V = {v1, · · · , vn}
assigning to each formula ϕ a truth-value σ[[ϕ]] ∈ V. The value of σ for atomic sen-
tences is arbitrary, and the extension to arbitrary formulas respects the truth-tables
of the connectives.

Definition 2.1 (poly-sequents). A poly-sequent Π is a structure of the form

Π = Γ1| · · · |Γn : ∆1| · · · |∆n, n ≥ 2 (2.5)
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where each Γi and ∆i is a (finite, possibly empty) set of formulas in the object
language. We denote by Π a (possibly empty) set of poly-sequents (over the same
V).

Definition 2.2 (support, satisfaction, validity, consequence).

support:

a-support: A truth-value assignment σ a-supports a poly-context Γ iff for
every 1 ≤ i ≤ n and every ϕ ∈ Γi σ[[ϕ]] = vi.

c-support A truth-value assignment σ c-supports a poly-context ∆ iff for
some 1 ≤ i ≤ n and some ϕ ∈ ∆i σ[[ϕ]] = vi.

satisfaction: A truth-value assignment σ satisfies a poly-sequent Π = Γ : ∆, de-
noted |=σΠ, iff the following holds: If σ a-supports Γ then σ c-supports ∆.

Spelled out, the satisfaction condition is as follows.
If for every 1 ≤ i ≤ n and every ϕ ∈ Γi, σ[[ϕ]] = vi, then for some j, 1 ≤ j ≤ n,
and some ψ ∈ ∆j, σ[[ψ]] = vj .
If σ does not a-support Γ (i.e., σ[[ψ]] 6= vj for some ψ ∈ Γj, 1 ≤ j ≤ n ) we
say that σ satisfies Π vacuously.

σ satisfies Π, denoted |=σΠ, iff |=σΠ for every Π ∈ Π.

validity: Π is valid, denoted |=Π, iff |=σΠ for every truth-value assignment σ.

consequence: Π is a consequence of a set of poly-sequents Π, denoted Π|=Π, iff
for every assignment σ, if |=σΠ then |=σΠ.

Note again that unlike consequence relations in multi-valued logics defined over
formulas, the consequence relation over poly-sequents does not depend on any des-
ignation of some of the truth-values. All the truth-values take part in the definition
of consequence. Designation will be considered in Section 3.7, and also later, when
we discuss the retrievability of specific formula-logics within our poly-sequent logics
(see Section 4).

Observe that under these definitions of the semantic notions, a poly-sequent implic-
itly embodies, via its description in the meta-language, the classical connectives of
conjunction, disjunction and implication. In a forthcoming paper [13], this property
is exploited for the presentation of a family of deductively equivalent (to the currently
constructed system) proof systems exhibiting certain dualities and symmetries.
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A precursor to multi-context sequents, without this kind of interpretation, can be
found in [26, 27].

Notational and terminological conventions

• Let, for n ≥ 2, n̂ =df. {1, · · · , n}.

• We abbreviate Γ1| · · · |Γn to Γ, and similarly for ∆. As usual, Γ,Γ
′

is defined
by Γ1∪Γ′

1| · · · |Γn∪Γ′
n. If (in 2.5) ϕ ∈ Γi (resp. ∆i), we say that ϕ is a resident

formula of Γi (resp. ∆i).

• For J = {j1, · · · , jm}⊆n̂, ΓJ abbreviates Γj1| · · · |Γjm , and Γj1, ϕ | · · · | Γjm, ϕ
abbreviates to ΓJ , ϕ. Similarly for ∆J , ϕ. The notation is naturally extended
to mnemonic indices. For example, for a four-valued logic with V = {f, n, b, t},
standing, respectively, for false, neither false nor true, both false and true and
true, if Γ = Γf | Γn | Γb | Γt, then Γ{b,t} denotes Γb | Γt.

One special case, of the form Γ1 | · · · | Γi−1 | Γi+1 . . . |Γn, where Γi is excluded,
occurs often (for various values of i). We abbreviate it to Γi. Similarly for Γ

J
,

for J⊆n̂. Analogous abbreviations apply to the ∆s.

• An empty compartment is denoted by Λ. We abbreviate Λ| · · · |Λ to Λ. Oc-
casionally, for readability, we use the hybrid notation Λi to indicate that the
empty compartment is the one corresponding to Γi or ∆i (cf. the remark about
notation above). Similarly, ΛN when N is a mnemonic index of a compart-
ment. For example, Λf in the bivalent case.

• Two poly-sequents Π,Π′ of the form

Π = Γ : ∆1| · · · |∆i, ϕ| · · · | ∆n and Π′ = Γ
′
: ∆′

1| · · · |∆
′
j , ϕ| · · · |∆

′
n, i 6= j

(2.6)
are called incompatible, expressing a conclusion of two different truth-values
to the same formula ϕ.

As mentioned above, for multi-valued logics the ith compartment of a poly-sequent
Π is intended to hold resident formulas evaluating, under a given truth-value assign-
ment satisfying Π, to vi, the ith truth-value. Thus, truth-values, that often raise
philosophical problems regarding their nature, are reduced merely to positions in a
context of a poly-sequent.
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3 Saturated poly-logistic ND-systems

3.1 The general primitive rules

The idea is to construct systematically directly from any n-valued truth-tables a
poly-sequent ND-system, say N n, over some signature5, that fully reflects the whole
truth-tables of the connectives in the signature, thereby being sound and strongly
complete by construction.

initial poly-sequents: For every 1 ≤ i ≤ n:

Γi|Γi, ϕ : ∆i|∆i, ϕ (3.7)

This makes the structural rules of (WLi,WRi) (Weakening)

Γ : ∆

Γi|Γi, ϕ : ∆
(WLi)

Γ : ∆

Γ : ∆i|∆i, ϕ|
(WRi)

(3.8)

admissible. Alternatively, one can restrict the initial sequents to

Λi|Λi, ϕ : Λi|Λi, ϕ

and admit (WLi,WRi) as primitive.

shifting rules: For every 1 ≤ i, j ≤ n:

Γi|Γi, ϕ : ∆

Γ : ∆i|∆i, ϕ
(−→s i)

Γ : ∆i|∆i, ϕ

Γj|Γj , ϕ : ∆
(←−s i,j)

, j 6= i (3.9)

coordination
Γ : ∆i|∆i, ϕ Γ

′
: ∆

′
j|∆

′
j , ϕ

Γ,Γ
′
: ∆,∆

′ (ci,j)
, i 6= j (3.10)

The rule (ci,j) expresses a coherence requirement, namely a formula ϕ cannot
be proved to have two different truth-values, vi (from the one premise) and vj
(from the other). Those two premises are incompatible. This is a generaliza-
tion of the traditional resolution rule.

5In the sequel, we will mainly be concerned with signatures which are a subset of {¬, ∧, ∨, →},
where ‘→’ represents some generic implication.
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operational rules: The guiding lines for the construction are the following, ex-
pressed in terms of a generic p-ary operator, say ‘∗’.

(∗I): Such rules introduce a conclusion Γ : ∆
k
|∆k, ∗(ϕ1, · · · , ϕp).

• In general, if in the truth-table for ‘∗’ the values vij for ϕj , 1 ≤ j ≤ p,
yield the value vk for ∗(ϕ1, · · · , ϕp), then there is a rule

{Γ : ∆ij
|∆ij , ϕj , 1 ≤ j ≤ p}

Γ : ∆
k
|∆k, ∗(ϕ1, · · · , ϕp)

(∗Ii1,··· ,ip,k)
(3.11)

The rule (∗Ii1,··· ,ip,k) has, thus, p premises.

(∗E): Such rules have a major premise Γ : ∆
k
|∆k, ∗(ϕ1, · · · , ϕp).

• Let Ik be the collection of all {i1, · · · , ip} ⊆ n̂
p such that in the truth-

table for ‘∗’ the values vij for ϕj yield the value vk for ∗(ϕ1, · · · , ϕp).
Then, there is a rule

Γ : ∆
k

|∆k, ∗(ϕ1, · · · , ϕp) {Γ
{i1,··· ,ip}

|Γi1
, ϕ1| · · · |Γip

, ϕp : ∆ s.t. 〈i1, · · · , ip〉 ∈ Ik}

Γ : ∆
(∗EIk

)

(3.12)

Thus, the rule (∗EIk) has |Ik|+ 1 premises.

See an important Corollary 3.2 regarding the E-rules.

Digression

The pattern (3.12) of an E-rule are a generalization of the pattern known as general
elimination rules (GE).6 Originally, GE-rules emerged from a concern regarding the
relationship between Cut-free derivations in sequent calculi and normal derivations
in ND-systems; see, for example, [28] and [20]. Later, they emerged (see [11], [24])
as inducing harmony between I-rules and E-rules, a criterion for an ND-system to
qualify as meaning-conferring according to the proof-theoretic semantics theory of
meaning (see [10]).
(end of digression)

6The similarity to the GE-form would be easier recognized had we formulated the rule as

Γ : ∆
k

| ∆k, ∗(ϕ1, · · · , ϕp) Γ
i1,··· ,ip

|{Γi1
, ϕ1| · · · |Γip

, ϕp : ∆
l

| ∆l, χ s.t. 〈i1, · · · , ip〉 ∈ Ik}

Γ : ∆
l

| ∆l, χ

(∗EIk,l)

However, in a multi-conclusion right context an empty succedent has to be accounted for too, hence
the formulation is as given.
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Two remarkable properties of the operational rules for N n when constructed by the
above schemes are the following.

• Purity ([6]): no rule features a connective different from the connective it intro-
duces/eliminates. This is only possible due to the ability to have assumptions
of any truth value! For example, in bivalent logic, one obtains pure rules for
implication (not referring to ⊥), because one can have a premise with ϕ being
false.

• The premises of the I-rules manipulate only the ∆s, while the minor premises
of the E-rules manipulate only the Γs. In particular, discharged assumption
never emerge!

Tree-shaped N n-derivations over poly-sequents, ranged over by D, are defined re-
cursively as usual, iterating applications of rules, starting from assumption poly-
sequents or initial poly-sequents. Derivability (i.e., existence of a N n-derivation) of
a poly-sequent Π from assumption poly-sequents Π is denoted by Π⊢NnΠ.

3.2 Some properties of N n

Definition 3.3 (composition of derivations). Let

Π,Π
D
Π∗ and

Π′

D′

Π be two N n-deri-

vations. Their composition

Π,Π′

D′′

Π∗ is obtained as usual by replacing the leaf Π with
the sub-tree D′.

Refer to Π as the anchor of the composition.

It is convenient to denote the above composition by D[Π :=
D′

Π ]. This notation
is conveniently extended to parallel multiple compositions. For example, for two
anchors, Π1 and Π2, we get

D[Π1,Π2 :=
D′

1

Π1,
D′

2

Π2] (3.13)
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Remark: It is convenient to extend the definition to the case where the anchor Π
does not occur in D as a vacuous composition, resulting in D itself, left unchanged.
This is like a substitution for a variable not occurring in the term into which a
substitution takes place.

Proposition 3.1 (closure of N n under composition of derivations). If

Π,Π
D
Π∗ and

Π′

D′

Π

are two N n-derivations, so is D[Π :=
D′

Π ].

The proof is standard, like for other ND-systems, and omitted. See [17].

Definition 3.4 (simple poly-sequents). Those are limit cases of poly-sequents.

• A poly-sequent Π = Λ : ∆ is called a-simple.

• A poly-sequent Π = Γ : Λ is called c-simple.

Thus, a-simple poly-sequents have empty assumption compartments, while c-simple
poly-sequents have empty conclusion compartments.

The following notation is handy for the next definition. Let ∆∪Γ abbreviate
∆∪Γ1 · · · ∪Γn.

Definition 3.5 (simplification). The simplification Π
Γ→∆

of a poly-sequent Π = Γ :

∆ is defined as
Π

Γ→∆
=df. Λ : ∆1∪Γ

1
| · · · |∆n∪Γn (3.14)

Abbreviate ∆1∪Γ
1
| · · · |∆n∪Γn to conc(Π

Γ→∆
).

Proposition 3.2 (simplification equivalence).

Π ⊣⊢Nn conc(Π
Γ→∆

) (3.15)

Proof: Each direction is proved by iterating the appropriate shifting rule.

Thus, when convenient, it is always possible to assume w.l.o.g that poly-sequents
are a-simple.

The following proposition establishes the relationship of our poly-sequents to the
many-sided sequents of Baaz et. al. [2].
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Proposition 3.3. Let ∆ = ∆1| · · · |∆n, n ≥ 2.

• ∆ is valid under the semantics of [2] iff Λ : ∆ is valid under our semantics.

• Π = Γ : ∆ is valid under our semantics iff conc(Π
Γ→∆

) is valid under the
semantics of [2].

3.3 Some useful derived and admissible rules

The structural rules below are useful for conveniently establishing some properties
of N n.

Weakening: Those follow from the conjunctive reading of antecedents and disjunc-
tive reading of succedents and are easily shown admissible. Still, their use in
derivations is often convenient.

Γ : ∆

Γi|Γi, ϕ : ∆
(WLi)

Γ : ∆

Γ : ∆i|∆i, ϕ
(WRi)

(3.16)

(Cut): For every 1 ≤ i ≤ n:

Γ : ∆i|∆i, ϕ Γ
′
i|Γ

′
i, ϕ : ∆

′

Γ,Γ
′
: ∆,∆

′ (cuti)
(3.17)

Proof of (cut)-derivability: We show by induction on m the derivability of
each of

Γ : ∆i|∆i, ϕ Γ
′
i|Γ

′
i, ϕ : ∆

′

Γ,Γ
′
: ∆,∆

′
,Λm+1,··· ,n, ϕ (3.18)

The result follows for m = n. W.l.o.g., assume i = 1.

Basis: m = 1.
Γ

′
1|Γ

′
1, ϕ : ∆

′

Γ
′
: ∆

′
,Λ2,··· ,n, ϕ

(−→s 1)

Γ,Γ
′
: ∆,∆

′
,Λ2,··· ,n, ϕ

(WLs,WRs)
(3.19)

Induction step: Assume (3.18) for m.

Γ
1
|Γ1, ϕ : ∆ Γ,Γ

′
: ∆,∆

′
,Λm+1,··· ,n, ϕ

Γ,Γ
′
: ∆,∆

′
,Λm+2,··· ,n, ϕ

(c1,m+1)
(3.20)
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Elsewhere [13], we present a stronger result, that both (cut) and the (ci,j)s are
jointly eliminable.

Redundancy rules

{Γi|Γi, ϕ : ∆, i ∈ n̂}

Γ : ∆
(
←−
st)

{Γ : ∆|∆i, ϕ, i ∈ n̂}

Γ : ∆
(
−→
st)

(3.21)

The derivation of (
←−
st) is by (−→s 1) followed by (cut)s. (

−→
st) is just a special case

of (ci,j).

3.4 Is N n a natural-deduction proof system?

Traditionally, there is a basic distinguishing feature between natural-deduction and
sequent-calculi, even when the former are formulated in Gentzen’s logistic style (us-
ing sequents, not formulas): Natural-deduction rules manipulate only the succedent
of a sequent, while sequent-calculi rules manipulate both the succedent and the
antecedent of a sequent.

In view of the (←−s i,j) shifting rules, that manipulates also the antecedent of a sequent,
one might wonder whether N n still qualifies as an ND-system.

We claim it does.

The reason, expressed in terms of Schroeder-Heister’s [30] terminology, is the follow-
ing. Schroeder-Heister distinguishes between two ways of introducing an assumption
into an antecedent of a sequent: specific, i.e., according to the assumptions mean-
ing, and non-specific. The sequent-calculi left-rules all introduce assumption into
an antecedent specifically: each logical operator has its own L-rule, reflecting its
meaning. On the other hand, the shifting rules introduce an assumption into an
antecedent non-specifically, independently of the form (and, hence, of the meaning)
of that assumption.

Thus, the shifting rules are more like a structural rule, not disrupting the general
characteristic of ND-system listed above.
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3.5 Further properties of N n

The following theorem is the natural generalization of bivalency in bivalent logics.
It expresses the fact that every ϕ must have some truth-value. It is the natural
generalization of the bivalent excluded-middle law, but expressed without appealing
to negation.

Theorem 3.1.
⊢Nn Λ : Λ1, ϕ| · · · |Λn, ϕ (3.22)

Proof: The derivation is

Λi|Λi, ϕ : Λi, ϕ|Λi

Λ : Λ1, ϕ| · · · |Λn, ϕ
(−→s i)

(3.23)

In the sequel, we refer to the poly-sequent Λ : Λ1, ϕ| · · · |Λn, ϕ as Πϕ. An immediate
generalization is the following.

Corollary 3.1. By applying to (3.22) both (WL) and (WR) a sufficient number of
times, we have

⊢Nn Γ : ∆1, ϕ| · · · |∆n, ϕ (3.24)

Theorem 3.2 (soundness and strong completeness). For every Π and Π:

Π|=Π iff Π⊢NnΠ (3.25)

Proof:

soundness: Suppose that Π⊢NnΠ. The proof that Π|=Π is by induction on the
derivation, by case analysis on the last rule applied. Let σ be an assignment
s.t. |=σΠ.

initial poly-sequents: obvious.

shifting rules:

(−→s i): Suppose σ satisfies the premise, |=σΓi|Γi, ϕ : ∆. We present only
the case of non-vacuous satisfaction (see Definition 2.2).
There are two cases to consider.
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σ[[ϕ]] = vi: In this case, σ a-supports Γi|Γi, ϕ. Therefore, σ c-
supports ∆j|∆j , ϕ as well.

σ[[ϕ]] 6= vi: In this case, σ[[ϕ]] = vj for some j ∈ i. Hence, σ c-
supports ∆j|∆j , ϕ, and thereby satisfies Γ : ∆i|∆i, ϕ itself.

In both cases, the conclusion of the rule is satisfied by σ.
Since σ is arbitrary, Π|=Π.

(←−s i,j): Suppose σ satisfies the premise, |=σΓ : ∆i|∆i, ϕ. Again, we
present only the case of non-vacuous satisfaction, and there are two
cases to consider.

σ[[ϕ]] = vi: In this case, σ does not a-support Γj |Γj, ϕ, and the con-
clusion is satisfied vacuously by σ.

σ[[ϕ]] = vk, k 6= i: In this case, σ does not c-support Λi|Λi, ϕ; but
the premise is satisfied by σ by assumption, hence σ c-supports
∆
k
|∆k′ .

operational rules: For simplicity, we consider the case where ‘∗’ is binary.
Only the cases of non-vacuous satisfaction of the premises are presented.

(∗Ii,j,k): Suppose σ satisfying the premises. Therefore, σ[[ϕ]] = vi and
σ[[ψ]] = vj . By assumption, the truth value of ϕ ∗ ψ in this case (by
the truth-table for ‘∗’) is vk. Hence, σ c-supports ∆k, ϕ ∗ ψ, and
thereby also satisfies the conclusion Γ : ∆

k
|∆k, ϕ ∗ ψ.

(∗EIk): Suppose σ satisfies the premises. Therefore, σ[[ϕ ∗ ψ]] = vk.
Suppose that σ[[ϕ]] = vi and σ[[ψ]] = vj . Therefore, by the truth-
table of ‘∗’, 〈i, j〉 ∈ Ik. Therefore, σ also satisfies Γi,j|Γi, ϕ|Γj , ψ. By

the satisfaction by σ of all the minor premises, σ satisfies ∆. Thereby,
σ satisfies the conclusion Γ : ∆.

completeness: We prove the contra-positive. Assume that Π0NnΠ, and construct
a counter model. We proceed in a number of stages.

Lemma 3.1. For i 6= j, ⊢Nn Λ
{i,j}
|Λ{i,j}, ϕ : Λ

The derivation is
Λi|Λi, ϕ : Λi|Λi, ϕ

Λ
{i,j}
|Λ{i,j}, ϕ : Λ

(←−s i,j)
(3.26)

Lemma 3.2. If 0NnΓ : ∆, then for no ϕ and no i, j s.t. i 6= j is Γ =
Γ

{i,j}
|Γi, ϕ|Γj , ϕ.
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Assume, towards a contradiction, the contrary

Γ = Γ
{i,j}
|Γi, ϕ|Γj , ϕ (3.27)

By Lemma 3.1, ⊢Nn Λ
{i,j}
|Λ{i,j}, ϕ : Λ. By a number of weakening applied to

(3.27), we get that ⊢Nn Γ : ∆, contradicting the assumption.

In view of the simplification proposition (Proposition 3.2) we may assume
w.l.o.g both that all the poly-sequents in Π as well as Π itself are a-simple;

namely, Π = Λ : ∆
1
, · · · and Π = Λ : ∆, respectively. Also, we may assume

that the derivable poly-sequents Πϕ ((3.22), for all ϕ) belongs7 to Π.

Next, we construct a sequence Γ
i
, i ≥ 0, s.t.:

• (nded) Π0Nn Γ
i

: ∆.

• (dis) For every 1 ≤ k ≤ i, and some j, ∆k
j∩Γij 6= ∅.

Let Γ
0

= Λ. Then, (nded) holds by assumption and (dis) holds vacuously.

Assume Γ
i

has been constructed.
Claim: For some j and some ϕ in ∆

i+1

j , Π0Nn Γ
i
j |Γ

i
j, ϕ : ∆.

Otherwise, that is, for every j and every ϕ in ∆i+1
j , Π⊢Nn Γ

i
j|Γ

i
j , ϕ : ∆, then

by applying several (cut)s with Λ : ∆
i+1

, we get Π⊢Nn Γ
i

: ∆, contradicting

(nded) for Γ
i
.

We can now define Γ
i+1

by

Γ
i+1

=df. Γ
i
j|Γ

i
j , ϕ (3.28)

(for the ϕ and j from the claim).

Then, (nded) holds by the claim, and (dis) holds since it holds for Γ
i

and

ϕ ∈ ∆
i+1

j .

Put Γ̂ =df.
⋃
i≥0 Γ

i
(where the union is compartment-wise).

We can now define the counter-model, an assignment σ̂, by:

σ̂[[p]] = vk iff p ∈ Γ̂k (3.29)

The assignment σ̂ is well-defined by Lemma 3.2.

By Lemma 3.3 below, this property of σ̂ extends to every ϕ.

7Therefore, Π is infinite.
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Lemma 3.3.
σ̂[[ϕ]] = vk iff ϕ ∈ Γ̂k (3.30)

The proof is by induction on the structure of ϕ. The basis is (3.29). For the
induction step, suppose ϕ = ∗(ϕ1, · · · , ϕp).

Let, for 1 ≤ j ≤ p, σ̂[[ϕj ]] = vij .

By the induction hypothesis, for 1 ≤ j ≤ p, ϕj ∈ Γ̂ij .

1. Suppose σ̂[[ϕ]] = vk, and assume, towards a contradiction, that for some

k′ 6= k it holds that ϕ ∈ Γ̂k′ .
Let m be such that Γmk′ contains ϕ, and Γmij contains ϕj .

From the initial sequents Γij |Γij , ϕij : ∆ij
|∆ij , ϕij , 1 ≤ j ≤ p we get by

weakenings

Π⊢NnΓ
m

: ∆
{ij ,1≤j≤p}

|∆ij , ϕij , 1 ≤ j ≤ p (3.31)

By applying the rule (∗Ii1,··· ,il,k), we get

Π⊢Nn Γ
m

: ∆ij
|∆k, ϕ (3.32)

But by applying the coordination rule (ck,k′) to (3.32) and the initial poly-
sequent Λi | Λk′ , ϕ : Λ

k′ | Λk′ , ϕ, we get Π⊢Nn Γ
m

: ∆, contradicting
(nded) for m.

2. Suppose ϕ ∈ Γ̂k. Then, by part 1 of the proof, ϕ ∈ Γ̂k′ in contradiction
with ϕ ∈ Γ̂k.

We now show that indeed σ̂ is a counter-model.

First, we note that |=σ̂ Π, since by (dis), for some j, there is some

ϕ ∈ ∆i
j∩Γ̂j . By Lemma 3.3, σ̂[[ϕ]] = vj, so |=σ̂ Λ : ∆

i
.

Assume, towards a contradiction, that for some 1 ≤ j ≤ n and some
ϕ ∈ ∆j it holds that σ̂[[ϕ]] = vj. It follows by Lemma 3.3 that for some
m, ϕ ∈ Γmj . Hence, by applying a number of weakenings to the initial

poly-sequent Λj|Λj , ϕ : Λj|Λj , ϕ, we get Π⊢Nn Γ
m

: ∆, contradicting
(nded) for m.

Corollary 3.2 (admissibility of the E-rules). The E-rules of N n are admissible.

The corollary follows from the completeness proof, that makes no use of the E-rules.
Still, they are useful both in derivations and in showing that other n-valued logics
are retrievable from N n.
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3.6 Harmony and stability of N n

According to the theory of meaning known as Proof-Theoretic Semantics (PTS) [10],
the meaning of the connectives is not given by their truth-table, but is determined
by the I/E-rules of a meaning-conferring ND-system. This approach to meaning
has not been applied so far to multi-valued logics.

As is well known, not every ND-system qualifies as a meaning-conferring system. A
major requirement for such qualification [6] is that there is a balance between the
I/E rules, no group overpowers the other. This balance is often formalized by means
of two properties, known as local soundness and local completeness [18, 5], explained
below.

Definition 3.6 (maximal poly-sequent). A maximal8 poly-sequent in an N n-deri-
vation is a poly-sequent that is both the consequence of an application of an I-rule
(for some ‘∗’), as well as a major premise of the application of an E rule (for the
same ‘∗’).

Note that a maximal poly-sequent cannot be c-simple.

Definition 3.7 (reduction). A reduction of an N n-derivation D having an occur-
rence of a maximal poly-sequent is a transformation of D to an equivalent derivation
D′ (having the same open assumptions and conclusion) in which the above mentioned
occurrence of a maximal poly-sequent is removed9.

Definition 3.8 (local soundness). An ND-system is locally sound iff every deriva-
tion with an occurrence of a maximal (here: poly-sequent) is reducible.

Violating local soundness means that the E-rules are too weak compared to the
I-rules: there are conclusions obtainable only by means of introductions.

Theorem 3.3 (local soundness of N n). N n is locally sound.

Proof: A derivation with a maximal occurrence of a (non c-simple) poly-sequent

8Traditionally ([22]), this notion is defined over formulas. Since here derivations are over poly-
sequents, we use the natural adaptation of the definition.

9The absence of an infinite sequence of reductions is called (strong) normalization. Here, only
a single reduction step is considered.
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Π = Γ : ∆
k
| ∆k, ϕ ∗ ψ has the following form10.

Di
Γ : ∆i|∆i, ϕ

Dj
Γ : ∆j |∆j, ψ

Γ : ∆
k
|∆k, ϕ ∗ ψ

(∗Ii,j,k)
{

Di,j
Γ

{i,j}
| Γi, ϕ|Γj , ψ : ∆, 〈i, j〉 ∈ Ik}

Γ : ∆
(∗Ek,l)

(3.33)
reduces to

Di
Γ : ∆i|∆i, ϕ

Dj
Γ : ∆j |∆j, ψ

Di,j
Γ

{i,j}
| Γi, ϕ|Γj , ψ : ∆

Γ
{i}
|Γi, ϕ : ∆

(cuts)

Γ : ∆
(cuts)

(3.34)

We now turn to the other direction of the balance requirement.

Definition 3.9 (expansion). An expansion of a N n-derivation D, say with a (non
c-simple) conclusion Π = Γ : ∆

k
| ∆k, ϕ ∗ ψ, is a transformation to an equivalent

derivation D′, in which all the E-rules of ‘∗’ are applied, followed by applications of
the I-rules of ‘∗’.

Definition 3.10 (local completeness). An ND-system is locally complete iff every
derivation with a non c-simple conclusion has an expansion.

Violating local completeness means that that the I-rules are too weak compared to
the E-rules. A conclusion can be decomposed by applications of the E-rules such
that it cannot be reconstructed by applications of I-rules.

Theorem 3.4 (local completeness of N n). N n is locally complete.

Proof: Consider any N n-derivation D with a (non c-simple) conclusion Π = Γ :
∆
k
|∆k, ϕ ∗ ψ. Its expansion has the following form.

Let 〈i, j〉 ∈ Ik:

D

Γ : ∆
k

|∆k, ϕ ∗ ψ
{Γ

i,j
|Γi, ϕ|Γj , ψ :

∆i|∆j, ψ, 〈i, j〉 ∈ Ik}

Γ : ∆
j

|∆j, ψ

(∗EIk
)

D

Γ : ∆
k

|∆k, ϕ ∗ ψ
{Γ

i,j
|Γi, ϕ|Γj , ψ :

∆i|∆i, ϕ, 〈i, j〉 ∈ Ik}

Γ : ∆
i
|∆i, ϕ

(∗EIk
)

Γ : ∆
k

|∆k, ϕ ∗ ψ
(∗Ii,j,k)

(3.35)

10To simplify the notation, we consider only the case of a binary ‘∗’.
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3.7 Designated truth-values

We next turn to the designated values Vd determining the consequence relation
Θ|=Lϕ over formulas for the multi-valued logic L the truth-tables of which gave rise
to N n. We show how this relation can be recovered from the consequence relation
over poly-sequents.

Let D be the set of indices corresponding to Vd, and ND the other indices (of
non-designated truth-value). Our first step is to embed, under a given truth-value
assignment σ, any formula ϕ as a poly-sequent Πϕ.

Definition 3.11 (formula embedding). For ϕ an object-language formula, its D-
embedding poly-sequent Πϕ is

Πϕ =df. Λ : ΛND|ΛD, ϕ

The definition directly implies the following proposition.

Proposition 3.4 (embedding). For every truth-value assignment σ and every ϕ:

σ[[ϕ]] ∈ Vd iff |=σΠϕ (3.36)

We next extend the embedding to finite sets of formulas. Consider Θ = {ϕ1, · · · , ϕm,
m ≥ 1} a finite collection of formulas. Let the D-embedding of Θ be ΠΘ =
{Πϕ1 , · · · ,Πϕm}.

We now have the following theorem.

Theorem 3.5 (consequence).

Θ|=Lϕ iff ΠΘ|=Πϕ (3.37)

4 Retrievability of multi-valued logics in N n

4.1 Introduction

In the literature on multi-valued logics, there were many proposals of specific such
logics, defined over formulas (sometimes, signed formulas), based on various conse-
quence relations. In this section, we consider the generality of the N n calculi by
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showing how specific n-valued logics can be retrieved in N n. We present in detail
two cases with n = 3:

1. Kleene’s strong three-valued logic K3.

2. Priest’s paraconsistent logic LP .

We leave the full details for other ns to be presented elsewhere. These include:

2-valued poly-sequent logic: The following ND-systems are retrievable fromN 2.

• Gentzen’s NK for classical logic.

• The axiomatic (Hilbert-like) system for a logic for falsification presented
in [16].

4-valued poly-sequent logic: The following variants of the Belnap-Dunn logic for
first-degree entailment (FDE) [3, 4, 7] are retrievable from N 4.

• An ND-system for relatedness to truth from [31].

• A new ND-system for ETL (exactly-true logic) of [19]. Only a sequent-
calculus for this logic is presented in the literature, in [33].

• An ND-system for a logic with a different negation, as in [15] or [25].

We refer here to the third truth-value mnemonically, in accordance to its role in the
various three-valued logics assigning to it some specific behaviour.

Remark: While the system constructed by Baaz et.al. [2] is also capable of retriev-
ing some multi-valued ND-systems, it can do so for logics the consequence relation
of which is based on the preservation of a single designated value, our system can
deal (as shown below) with any number of designated values.

4.2 Canonical translation

In a saturated logic N n (where n ≥ 2), one is interested in retrieving any given ND-
system (over formulas) for an n-valued logic Ln, corresponding to a consequence
relation defined in terms of the preservation of designated values, a subset Vd of V.
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Let Vnd be the non-designated truth-values. Recall that D is the set of indices of
the truth-values in Vd and ND – the indices of the truth-values in Vnd. Also, let
d = |D|.

What does it mean that a specific ND-system for an n-valued logic Ln is retrievable
in N n? In order to define this notion of an ND-system retrieval, we introduce the
following definition.

When a specific ND-system11 for a logic Ln (over formulas) is to be retrieved, the
rules of NLn are interpreted as preserving designated truth-values: for every rule (ρ)
of NLn , if each premise of (ρ) has a designated truth-value, so does the conclusion
of (ρ).

Definition 4.12 (canonical rule translation). Let

[ψ1]
...
ϕ1 · · ·

[ψm]
...
ϕm

ψ
(ρ)

be a rule in a natural deduction system NLn for a given n-valued logic Ln. For
simplicity, we assume that each premise discharges at most one assumption. There
are dm canonical translations of each rule, since each ψj can be placed in any of
the d designated truth-values assumption positions. The k’th canonical translation
of (ρ) into N n is given by

Π1,k · · · Πm,k

Πψ
(T (ρ)k) (4.38)

where

Πj,k =df. ΓD−{αj}|Γαj , ψj |ΛND : ∆D, ϕj |ΛND, 1 ≤ j ≤ m, αj ∈ D

and12

Πψ =df. ΓD|ΛND : ∆D, ψ|ΛND

11Note the difference between NLn , a given ND-system for Ln, and Nn, our uniform poly-sequent
ND-stem.

12Note that this notation was defined somewhat differently in Section 3.7, with λ instead of
Γ. The reason for this difference is that here we deal not merely with embedding a formula, but
embedding a premise, that may depend on assumptions.
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That is, the jth premise of (ρ) is converted into a poly-sequent Πj in which:

• A discharged assumption is placed in one of the designated Γ-compartments
(with empty non-designated Γ-compartments). If no assumption is discharged
by the j’th premise, this step is ignored.

• An assumption ϕj is placed in all the designated ∆-compartments (with empty
non-designated ∆-compartments).

Definition 4.13 (retrievability).

• A rule (ρ) in an ND-system NLn for an n-valued logic Ln is retrievable in N n

iff each of its canonical translations (as in (4.38)) satisfies

Π1,k, · · · ,Πm,k⊢Nn Πψ (4.39)

• An ND-system NLn for an n-valued logic Ln is retrievable in N n iff each of
the rules of NLn is retrievable in N n.

The need for a canonical rule-translation arises from the need to translate formulas
(from the object language of Ln) serving as premises of a rule to poly-sequent. This
translation has to take into account the definition of consequence relations based
on the preservation (or propagation) of designated values, varying from one NLn

to another (for the same n and even the same object language), even when the
truth-tables for the connectives remain the same.

We have the following theorem as a consequence from the definition of retrievability.

Theorem 4.6 (retrieval). Let NLn be a complete ND-system for Ln.

ϕ1, · · · , ϕm⊢NLn
ψ (4.40)

iff for each function f : {ϕ1, · · · , ϕm} → D

⊢Nn ΛND|Γ
f
D : ΛND|ΛD, ψ (4.41)

where, for i ∈ D, Γfi = f−1(i).13

13 That is, Γfi consists of all assumptions which have the designated value vi.
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¬
−− −−
t f

n n

f t

∧ t n f

−− −− −− −−
t t n f

n n n f

f f f f

∨ t n f

−− −− −− −−
t t t t

n t n n

f t n f

⊃ t n f

−− −− −− −−
t t n f

n t n n

f t t t

(4.42)

Figure 1: The three-valued truth-tables for K3

Proof:

only if: By induction on the derivation, based on ( 4.39) for every rule application.

if: By the soundness of N n, the poly-sequent ΛND|{Λj , ϕj | 1 ≤ j ≤ m, vj ∈
D} : ΛND|ΛD, ψ is valid. Hence, if all the ϕjs have the indicated designated
truth-values, by (4.40) so does ψ. The result follows by the completeness of
NLn.

4.3 Kleene’s strong K3

We start with Kleene’s [14] strong three-valued logic K3, in which the third truth
value will be referred to as n, representing neither true nor false. The object language
is over the classical operators, but having the truth-tables as presented in Figure 1
(see [23], p. 119).

4.3.1 The structure of N 3
K3

Poly-sequents have contexts with three compartments, corresponding to the three
truth-values.

Γf |Γn|Γt : ∆f |∆n|∆t (4.43)

Here it is more convenient to represent the exclusion of one of the compartments by
indexing Γ and ∆ with the remaining ones; for example, Γf,t excludes Γn, and ∆f,n

excludes ∆t.
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Γ : ∆f,n|∆t, ϕ

Γ : ∆n,t|∆f ,¬ϕ
(¬If )

Γ : ∆n,t|∆f , ϕ

Γ : ∆f,n|∆t,¬ϕ
(¬It)

Γ : ∆f,t|∆n, ϕ

Γ : ∆f,t|∆n,¬ϕ
(¬In)

(4.47)

Γ : ∆n,t|∆f ,¬ϕ

Γ : ∆f,n|∆t, ϕ
(¬Ef )

Γ : ∆f,n|∆t,¬ϕ

Γ : ∆n,t|∆f , ϕ
(¬Et)

Γ : ∆f,t|∆n,¬ϕ

Γ : ∆f,t|∆n, ϕ
(¬En)

(4.48)

Figure 2: N 3
K3

: negation

The initial sequents are:

Γf , ϕ|Γn,t : ∆f , ϕ|∆n,t

(Axf )

Γn, ϕ|Γf,t : |∆n, ϕ|∆f,t

(Axn)

Γt, ϕ|Γf,n : ∆t, ϕ|∆f,n

(Axt)

(4.44)

The shifting rules are:

For every i, j ∈ {f, n, t}:

Γi|Γi, ϕ : ∆

Γ : ∆i|∆i, ϕ
(−→s i)

Γ : ∆i|∆i, ϕ

Γj |Γj, ϕ : ∆
(←−s i,j)

, j 6= i (4.45)

The (admissible) coordination rules are the following.

Γ : ∆i|∆i, ϕ Γ : ∆j |∆j , ϕ

Γ : ∆
(ci,j)

, i 6= j (4.46)

The operational rules for the connectives are presented in figures 2 (negation), 3, 4,
(conjunction), 5, 6 (disjunction) and 7, 8 (implication). Note that in the formulation
of the rules, we used certain optimizations of the I/E-rules, easy to formulate for
unary and binary operators, as is the case here. The optimization simplifies the rules
in case a truth-table has a whole row (or a whole column) with identical entries; also,
in case some truth-value has a unique occurrence in the table.
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Γ : ∆f,n|∆t, ϕ Γ : ∆f,n|∆t, ψ

Γ : ∆f,n|∆t, ϕ∧ψ
(∧It)

(4.49)

Γ : ∆f , ϕ|∆n,t

Γ : ∆f , ϕ∧ψ|∆n,t

(∧If,1)
Γ : ∆f , ψ|∆n,t

Γ : ∆f , ϕ∧ψ|∆n,t

(∧If,2)
(4.50)

Γ : ∆f,t|∆n, ϕ Γ : ∆f,t|∆n, ψ

Γ : ∆f,t|∆n, ϕ∧ψ
(∧In,1)

Γ : ∆f , ϕ|∆n,t Γ : ∆f,t|∆n, ψ

Γ : ∆f |∆n, ϕ∧ψ
(∧In,2)

Γ : ∆f,t|∆n, ϕ Γ : ∆f , ψ|∆n,t

Γ : ∆f,t|∆n, ϕ∧ψ
(∧In,3)

(4.51)

Figure 3: N 3
K3

: conjunction introduction

Γ : ∆t, ϕ∧ψ|∆f,n Γf,n|Γt, ϕ : ∆

Γ : ∆
(∧Et,1)

Γ : ∆t, ϕ∧ψ | ∆f,n Γf,n|Γt, ψ : ∆

Γ : ∆
(∧Et,2)

(4.52)

Γ : ∆n, ϕ∧ψ|∆f,t Γf |Γt, ϕ|Γn, ψ : ∆ Γf,t|Γn, ϕ, ψ : ∆ Γf |Γn, ϕ|Γt, ψ : ∆

Γ : ∆
(∧En)

(4.53)

Γ : ∆f , ϕ∧ψ | ∆n,t

Γn |Γf , ϕ|Γt, ψ : ∆

Γt |Γf , ϕ|Γn, ψ : ∆

Γn|Γt, ϕ|Γf , ψ : ∆

Γt |Γn, ϕ|Γf , ψ : ∆

Γt |Γn|Γf , ϕ, ψ : ∆

Γ : ∆
(∧Ef )

(4.54)

Figure 4: N 3
K3

: conjunction elimination
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Γ : ∆t, ϕ|∆f,n

Γ : ∆t, ϕ∨ψ|∆f,n

(∨It,1)
Γ : ∆t, ψ|∆f,n

Γ : ∆t, ϕ∨ψ|∆f,n

(∨It,2)
(4.55)

Γ : ∆f,t|∆n, ϕ Γ : ∆f,t|∆n, ψ

Γ : ∆n, ϕ∨ψ|∆f,t

(∨In,1)

Γ : ∆n,t|∆f , ϕ Γ : ∆f,t|∆n, ψ

Γ : ∆n, ϕ∨ψ|∆f,t

(∨In,2)
Γ : ∆f,t|∆n, ϕ Γ : ∆n,t|∆f , ψ

Γ : ∆n, ϕ∨ψ|∆f,t

(∨In,3)

(4.56)
Γ : ∆n,t|∆f , ϕ Γ : ∆n,t|∆f , ψ

Γ : ∆f , ϕ∨ψ|∆n,t

(∨If )
(4.57)

Figure 5: N 3
K3

: disjunction introduction

Γ : ∆t, ϕ∨ψ|∆f,n

Γf |Γt, ϕ, ψ|Γn : ∆

Γf |Γt, ϕ|Γn, ψ : ∆

Γn|Γt, ϕ|Γf , ψ : ∆

Γf |Γn, ϕ|Γt, ψ : ∆

Γn| Γf , ϕ|Γt, ψ : ∆

Γ : ∆
(∨Et)

(4.58)

Γ : ∆t|∆n, ϕ∨ψ|∆f

Γt|Γn, ϕ, ψ|Γf : ∆

Γt|Γn, ϕ|Γf , ψ : ∆

Γt|Γn, ψ|Γf , ϕ : ∆

Γ : ∆
(∨En)

(4.59)

Γ : ∆t|∆n|∆f , ϕ∨ψ Γt|Γn|Γf , ϕ, ψ : ∆

Γ : ∆
(∨Ef )

(4.60)

Figure 6: N 3
K3

: disjunction elimination
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Γ : ∆f , ϕ|∆n,t

Γ : ∆t, ϕ ⊃ ψ|∆f,n

(⊃ It,1)
Γ : ∆t, ψ|∆f,n

Γ : ∆t, ϕ ⊃ ψ|∆f,n

(⊃ It,2)
(4.61)

Γ : ∆t, ϕ|∆f,n Γ : ∆n, ψ|∆f,t

Γ : ∆n, ϕ ⊃ ψ|∆f,t

(⊃ In,1)
Γ : ∆n, ϕ|∆f,t Γ : ∆n, ψ|∆f,t

Γ : ∆n, ϕ ⊃ ψ|∆f,t

(⊃ In,2)

Γ : ∆n, ϕ|∆f,t Γ : ∆f , ψ|∆n,t

Γ : ∆n, ϕ ⊃ ψ|∆f,t

(⊃ In,3)

(4.62)
Γ : ∆t, ϕ|∆f,n Γ : ∆f , ψ|∆n,t

Γ : ∆f , ϕ ⊃ ψ|∆n,t

(⊃ If )
(4.63)

Figure 7: N 3
K3

: implication introduction

Γ : ∆t, ϕ ⊃ ψ|∆f,n

Γf,n|Γt, ϕ, ψ : ∆

Γf |Γn, ϕ|Γt, ψ : ∆

Γn|Γf , ϕ|Γt, ψ : ∆

Γn|Γf , ϕ|Γt, ψ : ∆

Γf |Γf , ϕ|Γn, ψ : ∆

Γn,t|Γf , ϕ, ψ : ∆

Γ : ∆
(⊃ Et)

(4.64)

Γ : ∆n, ϕ ⊃ ψ|∆f,t

Γf |Γt, ϕ|Γn, ψ : ∆

Γf,t|Γn, ϕ, ψ : ∆

Γf |Γn, ϕ|Γt, ψ : ∆

Γ : ∆
(⊃ En)

(4.65)

Γ : ∆n,t|∆f , ϕ ⊃ ψ Γn,t|Γf , ϕ : ∆

Γ : ∆
(⊃ Ef,1)

Γ : ∆n,t|∆f , ϕ ⊃ ψ Γf,n|Γt, ψ : ∆

Γ : ∆
(⊃ Ef,2)

(4.66)

Figure 8: N 3
K3

: implication elimination
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ϕ ¬ϕ

ψ
(EFQ)

ϕ
¬¬ϕ (DN) (4.67)

ϕ ψ

ϕ∧ψ
(∧I) ϕ∧ψ

ϕ (∧E1)
ϕ∧ψ

ψ
(∧E2)

(4.68)

ϕ

ϕ∨ψ
(∨I1)

ψ

ϕ∨ψ
(∨I2) ϕ∨ψ

[ϕ]u
...
χ

[ψ]v
...
χ

χ (∨Eu,v) (4.69)

¬(ϕ∨ψ)

¬ϕ∧¬ψ
(DeM∨)

¬(ϕ∧ψ)

¬ϕ∨¬ψ
(DeM∧)

(4.70)

Figure 9: The rules of NDK3

4.3.2 The system NDK3

An ND system for K3, called NDK3 (see Figure 9), is presented in [32] and shown to
be sound and complete w.r.t. the K3 truth-tables, based on a consequence relation
assuring the propagation of truth. Let T = {t} and UT = {f, n}. A formula is a
T -formula if its truth-value is in T , an UT -formula otherwise.

Definition 4.14 (K3 consequence based on preserving truth). Γ|=K3
ϕ iff whenever

ψ ∈ T for every ψ ∈ Γ, ϕ ∈ T too.

The logic considers implication as a defined connective, and contains rules for con-
junction, disjunction and their negations, presented in Figure 9. Note that, strictly
speaking, NDK3 is not an ND-system. The DM -rules (de Morgan) are not I/E-rules
as generally understood.

4.3.3 Retrieving NDK3 in N 3
K3

Below we present the derivations of NDK3-rules within N 3
K3

.
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(DN): The canonical translation of (DN) is

Λf,n|Γt : Λf,n|Λt, ϕ

Λf,n|Γt : Λf,n|Λt,¬¬ϕ
(T (DN))

(4.71)

The derivations of (DN) in N 3
K3

is:

Λf,n|Γt : Λf,n|Λt, ϕ

Λf,n|Γt : Λf ,¬ϕ|Λn,t

(¬If )

Λf,n|Γt : Λf,n|Λt,¬¬ϕ
(¬It)

Λf,n|Γt : Λf,n|Λt,¬¬ϕ

Λf,n|Γt : Λf ,¬ϕ|Λn,t

(¬Ef )

Λf,n|Γt : Λf,n|Λt, ϕ
(¬Et)

(4.72)

(EFQ): The canonical translation of (EFQ) is

Λf,n|Γt : Λf,n|Λt, ϕ Λf,n|Γt : Λf,n|Λt,¬ϕ

Λf,n|Γt : Λf,n|Λt, ψ
(T (EFQ))

(4.73)

The derivation of (EFQ) in N 3
K3

is:

Λf,n|Γt : Λf,n|Λt, ϕ

Λf,n|Γt : Λf,n|Λt,¬ϕ

Λf,n|Γt : Λf , ϕ|Λn,t

(¬Et)

Λf,n|Γt : Λ
(ct,f )

Λf,n|Γt : Λf,n|Λt, ψ
(WR)

(4.74)

(∧I): The canonical translation of (∧I) is

Λf,n|Γt : Λf,n|Λt, ϕ Λf,n|Γt : Λf,n|Λt, ψ

Λf,n|Γt : Λf,n|Λt, ϕ∧ψ
(T (∧I))

(4.75)

The derivation is a direct application of (∧I) of N 3.

(∧E): Skipped.

(∨I): Skipped.

(∨Et): The canonical translation of (∨Et) is:

Λf,n|Γt : Λf,n|Λt, ϕ∨ψ Λf,n|Γt, ϕ : Λf,n|Λt, χ Λf,n|Γt, ψ : Λf,n|Λt, χ

Λf,n|Γt : Λf,n|Λt, χ
(T (∨Et))

(4.76)
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The derivation of (∨Et) in N 3
s is:

Λf,n|Γt : Λf,n|Λt, ϕ∨ψ

Λf,n|Γt, ϕ : Λf,n|Λt, χ

Λf,n|Γt, ϕ, ψ : Λf,n|Λt, χ
(WLt)

Λf,n|Γt, ϕ : Λf,n|Λt, χ

Λf |Λn, ψ|Γt, ϕ : Λf,n|Λt, χ
(WLn)

Λf,n|Γt, ϕ : Λf,n|Λt, χ

Λf , ψ|Λn|Γt, ϕ : Λf,n|Λt, χ
(WLf )

Λf,n|Γt, ψ : Λf,n|Λt, χ

Λf |Λn, ϕ|Γt, ψ : Λf,n|Λt, χ
(WLn)

Λf,n|Γt, ψ : Λf,n|Λt, χ

Λf , ϕ|Λn|Γt, ψ : Λf,n|Λt, χ
(WLf )

Λf,n|Γt : Λf,n|Λt, χ
(∨Et)

(4.77)

4.3.4 The system NDLP

The rules for NDLP are again those in Figure 9, but with (EFQ) excluded. Let
NF = {n, t} (not false) and F = {f}.

Definition 4.15 (LP consequence based on preserving non-falsity). Γ|=LPϕ iff
whenever ψ ∈ NF for every ψ ∈ Γ, ϕ ∈ NF too.

4.3.5 Retrieving NDLP within N 3
K3

Below we present some sample derivations of (NDLP )-rules from within N 3
K3

. Note
the difference between the derivation of (DN) and the corresponding derivation of
(DN) as an N 3

K3
-rule. The derivation of the other rules differ in the same way from

the derivations of their NDK3 counterparts and are skipped.
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(DN) The canonical translation of (DN) (not discharging any assumptions) is

Γn,t|Λf : Λf |Λn, ϕ|Λt, ϕ

Γn,t|Λf : Λf |Λn,¬¬ϕ|Λt,¬¬ϕ
(T (DN))

(4.78)

Compare this translation with that in (4.71), where in the latter ϕ is placed
in ∆t only.

The derivation of (T (DN)) in N 3
K3

is:

Γn,t|Λf : Λf |Λn, ϕ|Λt, ϕ

Γn,t|Λf : Λf ,¬ϕ|Λn,¬ϕ|Λt

(¬If ,¬In)

Γn,t|Λf : Λf |Λn,¬¬ϕ|Λt,¬¬ϕ
(¬In,¬It)

Γn,t|Λf : Λf |Λn,¬¬ϕ|Λt,¬¬ϕ

Γn,t|Λf : Λf ,¬ϕ|Λn ¬ϕ|Λt

(¬Et,¬En)

Γn,t|Λf : Λf |Λn, ϕ|Λt, ϕ

(¬Ef ,¬En)
(4.79)

(DeM∨): The canonical translation of (DeM∨) is

Γn,t|Λf : Λf |Λn,¬(ϕ∨ψ)|Λt,¬(ϕ∨ψ)

Γn,t|Λf : Λf |Λn,¬ϕ∧¬ψ|Λt,¬ϕ∧¬ψ
(T (DeM))

(4.80)

The one derivation is shown; the other is similar and skipped.

Γn,t|Λf : Λf |Λn,¬(ϕ∨ψ)|Λt,¬(ϕ∨ψ)

Γn,t|Λf : Λf , ϕ∨ψ|Λn, ϕ∨ψ|Λt

(¬Et,¬En)
Γn,t|Λf |ϕ, ψ : ϕ|Λn,t

Γn,t|Λf : Λf , ϕ|Λn,t

(∨Ef )

Γn,t|Λf : Λf,n|Λt,¬ϕ
(¬It)

similar

Γn,t|Λf : Λf , ψ|Λn,t

Γn,t|Λf : Λf,n|Λt,¬ψ
(¬It)

Γn,t|Λf : Λf,n|Λt,¬ϕ∧¬ψ
(∧It)

(4.81)

5 Conclusion

In this paper, we presented a uniform and direct construction of an ND-system for
a multi-valued logic, given the truth-tables for its connectives. The construction is
based on a formula structure called poly-sequents that provides a direct means for
relating to the truth-value of a formula within a derivation. Such an ND-system
allows both assumptions and conclusions of a rule to have any truth-value. The
constructed ND-system is shown to be sound and strongly complete. Furthermore, it
is shown how specific multi-valued logics, as found in the literature, can be retrieved
in the uniformly constructed logic.
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Abstract

This research continues the studies of a system of two-dimensional truth
values equipped with a pair of unary negation-like operations and their logics.
The basic ideas of this approach historically were first presented in [11] and
thoroughly investigated further in [18, 19].

According to the methodology of [11, 18, 19] a truth value consists of a pair
of entities each representing a certain aspect of “being true” or “being false”
property, eg. ontological and epistemic aspects, as assumed in papers cited
above. The basic set of two-dimensional truth values constitutes a four-element
diamond-shaped lattice endowed with the pair of unary operations which give
rise to the corresponding propositional connectives, so called semi-negations,
on syntactical level. Intuitively these semi-negation affects only one of the
coordinates of a truth value, thus only partially transforming information which
a particular truth value encodes. In this paper we extend the initial structure of
the truth values adding uncertainty dimensions in each position of a pair thereby
obtaining a nine-element distributive lattice. We present an axiomatization for
the logic of this semantic structure along with correctness and completeness
proofs. Then we abstract away from the finite semantic structures and explore
relational semantics for the same logic but without distribution laws. We use
an approach related to the methods of [16, 1, 3, 10].

Keywords: Generalized truth values, Non-classical logic, Relational seman-
tics, Lattice based logics.

1 Introduction

The starting point of this research is the idea to consider a truth value as a
complex object and distinguish some parts, dimensions or facets of it. In [11, 18, 19]
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there was proposed a system of truth values such that each value has two – onto-
logical and epistemic – parts. These terms, though have a philosophical flavour to
them, just reflect the fact of (in)dependence of a truth value assigned to a sentence
from the attitudes of a rational agent or coalitions of them. Thus one may interpret
the ontological part of a truth value as an abstract entity corresponding to the state-
ments concerning to some general theory explaining a relevant part of the universe
or to the items of a large knowledge database (ontology in a narrow sense), or even
to an amount of truths about some closed system in quantum information theory.
At the same time the term “epistemic dimension” refers to a level of some individual
rational agent’s knowledge (or common knowledge belonging to a collection of them)
so that a valuation of sentences depends on agent’s local supply of knowledge, its
presuppositions and so on. The distinction between the two, objective and subjec-
tive, dimensions of a truth value seems to be one of the most fundamental, though
of course not a single one. In the present paper we still utilize these two parts of a
truth value without paying too much attention to their possible interpretations.

The informal model of compound truth values can be described mathematically
via basic set-theoretical operations, power-set or Cartesian product construction,
thus placing the intended research into the area of generalized truth values studies.
The concept of generalized truth value was introduced in [15] and marked the whole
line of exploration initiated in [6, 2].

As we will see in the next section, this new family of truth values is naturally
partially ordered thereby defining a four element lattice, resembling the well known
lattices of Dunn-Belnap’s truth values. This new lattice appears especially inter-
esting with the introduction of two unary complementation-like operations, each
responsible for the operating only on its own part of a truth value (thus in a sense
only “semi-complementing” the whole truth value). So, it seems natural to think of
these operations as “semi-complementations”.

Another reason to use the term “semi-complementation” comes from the striking
fact that the composition of the two distinct operations behaves exactly like boolean
complementation in the four element lattice. So, the boolean complementation in
that lattice looks like something composed of two “halves”. At the same time a single
semi-complementation loses some properties of the boolean complementation, like
contraposition, and saves some other, like introduction and elimination of double
complementation. Paper [19] adopts the term semi-boolean complementations for
the described operations to stress the boolean nature of their composition. In the
same paper a logic of an underlying semantic structure is called FDEscl (where the
subscript scl means super-classical logic) because of close similarity with the famous
relevant First Degree Entailment system.

The axiomatization of FDEscl has been published in [17]. It follows the style
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a ∼ta ∼1a

〈t, 1〉 〈f, 1〉 〈t, 0〉
〈t, 0〉 〈f, 0〉 〈t, 1〉
〈f, 0〉 〈t, 0〉 〈f, 1〉
〈f, 1〉 〈t, 1〉 〈f, 0〉

Table 1: Definition of operations ∼t and ∼1 in the lattice L 4oe

of well known axiomatization of First Degree Entailment as a binary symmetric
consequence relation system (see [5]). It is not difficult to construct prefixed analytic-
tableaux calculus, as has been done in [12].

In the next section we briefly sketch some technical details of the basic four
valued approach to keep the exposition self-contained.

2 Four valued model

Let us choose two elementary bases, {t, f} and {1, 0}, where the former is a set
of ontological, while the latter is a set of epistemic truth values. Application of
Cartesian product produces the set of four elements: 〈t, 1〉, 〈t, 0〉, 〈f, 1〉 and 〈f, 0〉.
They constitute a collection of new generalized truth values with ontological and
epistemic components. Let us refer to this set as 4oe. Now we can define a natural
partial order relation on 4oe provided that each of the bases has its own order, say
6t and 61, where, in particular, f 6t t, 0 61 1. Then the partial order on 4oe is
defined component-wise: for all a, b ∈ 4oe, a 6 b ⇔ a 6t b and a 61 b. The resulting
structure is a four element diamond shaped lattice with the top 〈t, 1〉 and the bottom
〈f, 0〉.

Alternatively it is possible of course to define meet and join on 4oe via classical
disjunction and conjunction applied to the elements of 4oe component-wise. Left
side of Figure 1 shows graphical representation of the resulting lattice, L 4oe.

Now we introduce a pair of unary operations (semi-complementations) on L 4oe,
∼t and ∼1, each of them change a corresponding component of a pair leaving another
unchanged. For the convenience we summarized the behavior of the operations in
Table 1.

291



Grigoriev

Some basic properties of semi-complementations are listed below:

∼t∼ta = ∼1∼1a = a, ∼t∼1a = ∼1∼ta,

∼ta 6 ∼1b ⇔ ∼1a 6 ∼tb, ∼1a 6 ∼tb ⇔ ∼ta 6 ∼1b,

a 6 b ⇔ ∼t∼1b 6 ∼t∼1a.

We are interested in a propositional logic determined by the semantic structure
just described. It is natural to consider a signature consisting of ∧ and ∨, correspond-
ing to meet and join of the lattice and a pair of unary propositional connectives,
semi-negations ¬t and ¬1, corresponding to ∼t and ∼1.

As we noted in Introduction, an axiomatization of logic of L 4oe was proposed
in [17]. Among other postulates it contains some schemata resembling paradoxes
of classical logic. For example the scheme ¬tA ∧ ¬1A ⊢ B which is an analog of
classical consequence A ∧ ¬A ⊢ B, is an axiom. Likewise in this logic we have
B ⊢ ¬tA ∨ ¬1A, analog of classical B ⊢ A ∨ ¬A. These consequences evidently
witness some drawbacks of proposed semantics.

3 Uncertainty dimension

Historically generalized truth values were intended to deal with incomplete or
overdetermined information. The evident insufficiency of the truth values system
described in the previous section reveals itself in the presence of paradoxical conse-
quences.

The straightforward way of resolving this difficulty within the complex truth-
values approach is to use an additional sign for a “being indefinite” value, as it
sometimes is done in three-valued logics. We denote this new components as ut and
u1 replacing the old bases by {f, ut, t} and {0, u1, 1}. The order relations within bases
are modified correspondingly, satisfying in particular f 6t ut 6t t and 0 61 u1 61 1.

Applying Cartesian product again we obtain a nine-valued structure where el-
ements ordered by relation, defined from 6t and 61 as before. Of course the old
semi-complementations are also redefined. Table 2 shows their new definition.

Nine element lattice L 9u is displayed on the right hand side of Figure 1.

4 Logic of L 9u

In this section we describe a propositional logic of the lattice L 9u. Let us firstly
choose an appropriate propositional language. A collection of symbols consists of: 1)
denumerable set PV of propositional variables {p0, p1, p2, . . .}; 2) logical connectives
∧, ∨, ¬t, ¬1; 3) left and right parentheses (, ).
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a ∼t a ∼1 a a ∼t a ∼1 a

〈t, 1〉 〈f, 1〉 〈t, 0〉 〈t, u1〉 〈f, u1〉 〈t, u1〉
〈t, 0〉 〈f, 0〉 〈t, 1〉 〈ut, 1〉 〈ut, 1〉 〈ut, 0〉
〈ut, u1〉 〈ut, u1〉 〈ut, u1〉 〈ut, 0〉 〈ut, 0〉 〈ut, 1〉
〈f, 1〉 〈t, 1〉 〈f, 0〉 〈f, u1〉 〈t, u1〉 〈f, u1〉
〈f, 0〉 〈t, 0〉 〈f, 1〉

Table 2: Definition of ∼t and ∼1 in the lattice L 9u
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〈f, 1〉

〈t, 1〉

〈t, u1〉〈ut, 1〉

〈t, 0〉〈ut, u1〉

Figure 1: Lattices L 4oe and L 9u

The definition of a formula is standard with the evident modifications for the
cases of two semi-negations. We will refer to this language as LLLSN in the sequel
and will use the term “formula” in the same meaning as “formula in the language
LLLSN”.

Definition 1. A valuation function v is a mapping PV → L 9u. The following
equations extend the valuation function to the set of all formulas:

v(A ∧ B) = v(A) ∩ v(B), v(A ∨ B) = v(A) ∪ v(B), (1)

v(¬tA) = ∼tv(A), v(¬1A) = ∼1v(A). (2)

We define a consequence relation via valuation function and order on L 9u.

Definition 2. A � B ⇔ v(A) 6 v(B).

Next simple lemma directly follows from the definition of ∼t, ∼1 and definition 1.
To make things compact we display only the half concerning t component while the
rest is just a “mirror image” obtained when t is replaced by 1 and f by 0.
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Lemma 1. For each formula A and every valuation v:

t ∈ v(A) ⇔ t ∈ v(¬1A) ⇔ t ∈ v(¬t¬tA)

f ∈ v(A) ⇔ f ∈ v(¬1A) ⇔ f ∈ v(¬t¬tA)

t /∈ v(¬tA) ⇔ (t ∈ v(A) or ut ∈ v(A)) ⇔ f /∈ v(A)

ut ∈ v(A) ⇔ ut ∈ v(¬tA) ⇔ ut ∈ v(¬1A)

t ∈ v(A ∧ B) ⇔ t ∈ v(A) and t ∈ v(B)

f ∈ v(A ∧ B) ⇔ f ∈ v(A) or f ∈ v(B)

f ∈ v(A ∨ B) ⇔ f ∈ v(A) and f ∈ v(B)

t ∈ v(A ∨ B) ⇔ t ∈ v(A) or t ∈ v(B)

ut ∈ v(A ∧ B) ⇔ (ut ∈ v(A) and t ∈ v(B)) or (ut ∈ v(B) and t ∈ v(A)) or

(ut ∈ v(A) and ut ∈ v(B))

ut ∈ v(A ∨ B) ⇔ (ut ∈ v(A) and f ∈ v(B)) or (ut ∈ v(B) and f ∈ v(A)) or

(ut ∈ v(A) and ut ∈ v(B))

Remark. The first line reflects the fact that epistemic negation is not sensible to
the ontological part of a truth value and vice versa. The fourth line means that a
semi-negation cannot ‘break uncertainty’.

Note that the problematic entailments of logic L 4oe, ¬tA ∧ ¬1A � B and B �

¬tA ∨ ¬1A, are no longer valid in L 9u semantics. It is worth noting that unlike
L 4oe case, not for all a ∈ L 9u, a ∪ ∼t∼1a equals to the top element of lattice
L 9u, likewise not for all a ∈ L 9u, a ∩ ∼t∼1a equals to the bottom element. Thus
∼t∼1 do not produce a complement for each element of L 9u. Nevertheless we will
continue to use the term “semi-negation” in the sequel for the corresponding logical
connectives.

5 Axiomatizing the consequence relation

We propose an axiomatization of logic determined by L 9u following the style of
so called symmetric consequence system (the term used e. g. in [14]1).

Axioms (1–12) and rules of inference (R1-R5) for symmetric consequence system
LLSN2 axiomatizing logic of L 9u is listed in figure 2.

1See also Chapter 6 of [9] where different representations of logics are discussed. In particular
the representation we follow in the present paper is called binary implicational system there. Binary
implicational system in turn is a particular case of symmetric consequence system.

2Lattice Logic with Semi-Negations.
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1. A ∧ B ⊢ A

2. A ∧ B ⊢ B

3. A ⊢ A ∨ B

4. B ⊢ A ∨ B

5. A ∧ (B ∨ C) ⊢ (A ∧ B) ∨ C

6. ¬1¬1A ⊣⊢ A

7. A ⊣⊢ ¬t¬tA

8. ¬1¬tA ⊣⊢ ¬t¬1A

9. ¬tA ∧ ¬tB ⊢ ¬t(A ∨ B)

10. ¬1A ∧ ¬1B ⊢ ¬1(A ∨ B)

11. ¬t(A ∧ B) ⊢ ¬tA ∨ ¬tB

12. ¬1(A ∧ B) ⊢ ¬1A ∨ ¬1B

R1. A ⊢ B, A ⊢ C/ A ⊢ B ∧ C

R2. A ⊢ C, B ⊢ C/ A ∨ B ⊢ C

R3. A ⊢ B, B ⊢ C/ A ⊢ C

R4. ¬tA ⊢ ¬1B/ ¬tB ⊢ ¬1A

R5. ¬1A ⊢ ¬tB/ ¬1B ⊢ ¬tA

Figure 2: Symmetric consequence system LLSN.

Definition 3. A derivation of a sequent A ⊢ B in LLSN is a finite sequence of
sequents σ where each element is either an axiom or obtained from earlier elements
of σ using some rule from the list R1–R5 and the last element of σ is A ⊢ B. A
sequent A ⊢ B is provable in LLSN if there is a derivation of it in LLSN.

In the sequel we often abuse notation and write A ⊢ B to mean that the sequent
A ⊢ B is provable in LLSN (or its non-distributive version in the context of the
next section), wheras A 0 B means that A ⊢ B is not provable.

5.1 Soundness

The soundness proof consists of a routine check that all schemata and rules of
inference preserve consequence relation. We explore only few of them.

Theorem 2. For all formulas A and B, A ⊢ B ⇒ A � B.

Proof. For the proof v(A) 6 v(B) it is enough to check that if t ∈ v(A), then
t ∈ v(B), if 1 ∈ v(A), then 1 ∈ v(B), if f ∈ v(B), then f ∈ v(A) and if 0 ∈ v(B),
then 0 ∈ v(A).

1. Let us take as an example axiom scheme 9. What we need is to show that
v(¬tA ∧ ¬tB) 6 v(¬t(A ∨ B)). Lemma 1 is crucial here, we use it tacitly throughout
the proof.
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Suppose t ∈ v(¬tA ∧ ¬tB). Then t ∈ v(¬tA) ∩ v(¬tB), by definition 1, so
t ∈ v(¬tA) and t ∈ v(¬tB). From t ∈ v(¬tA) we get t /∈ v(A) and ut /∈ v(A);
t ∈ v(¬tB) implies t /∈ v(B) and ut /∈ v(B). Now t /∈ v(A) and t /∈ v(B) imply
t /∈ (v(A) ∪ v(B)) and, by definition 1, t /∈ v(A ∨ B); likewise ut /∈ v(A) and
ut /∈ v(B) leads to ut /∈ v(A ∨ B). Finally, t /∈ v(A ∨ B) and ut /∈ v(A ∨ B) imply
t ∈ v(¬t(A ∨ B)).

Next suppose that 1 ∈ v(¬tA ∧ ¬tB). It follows that 1 ∈ v(¬tA) ∩ v(¬tB);
1 ∈ v(¬tA) and 1 ∈ v(¬tB), therefore 1 ∈ v(A) and 1 ∈ v(B). Evidently then
1 ∈ v(A) ∪ v(B), hence 1 ∈ v(A ∨ B), by definition 1, so 1 ∈ v(¬t(A ∨ B)).

Let f ∈ v(¬t(A ∨ B)). This implies t ∈ v(A ∨ B), so t ∈ v(A) ∪ v(B), hence
t ∈ v(A) or t ∈ v(B) which means f ∈ v(¬tA) or f ∈ v(¬tB). The latter assertion
implies f ∈ v(¬tA ∧ ¬tB).

Finally, 0 ∈ v(¬t(A ∨ B)) implies 0 ∈ v(A ∨ B), so 0 ∈ v(A) ∪ v(B), 0 ∈ v(A) or
0 ∈ v(B), 0 ∈ v(¬tA) or 0 ∈ v(¬tB), thus 0 ∈ v(¬tA ∧ ¬tB).

2. Let us also verify one of the rules, say R4. Suppose ¬tA � ¬1B but ¬tB 2 ¬1A.
The latter assumption means that some of the condition which consequence relation
must satisfy are violated.

Suppose t ∈ v(¬tB), but t /∈ v(¬1A). Thus f ∈ v(B), hence f ∈ v(¬1B),
t /∈ v(A), so t /∈ v(¬t¬tA). The latter means that f /∈ v(¬tA), thus ¬tA 2 ¬1B, a
contradiction.

Next suppose f ∈ v(¬1A), but f /∈ v(¬tB). First, f ∈ v(¬1A) implies f ∈ v(A),
so t ∈ v(¬tA). Second, from f /∈ v(¬tB) it follows that t /∈ v(¬t¬tB), t /∈ v(B), so
t /∈ v(¬1B), contradicting to the assumption.

The other cases are similar.

5.2 Completeness

For the completeness proof we use a variant of well known structures called
theories and counter-theories.

Definition 4. A set T of formulas is a theory if for all formulas A and B:

1. if A ∈ T and A ⊢ B, then B ∈ T ;

2. if A, B ∈ T then A ∧ B ∈ T .

A theory is T is prime if A ∨ B ∈ T implies A ∈ T or B ∈ T .
A set T ◦ of formulas is a counter-theory if for all formulas A and B:

1. if B ∈ T ◦ and A ⊢ B, then A ∈ T ◦;

2. if A, B ∈ T ◦ then A ∨ B ∈ T ◦.
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A counter-theory T ◦ is prime if A ∧ B ∈ T ◦ implies A ∈ T ◦ or B ∈ T ◦.

One of the most important properties of theories and counter-theories for the
subsequent constructions is their closure under one of the semi-negations. Formally
we define a ¬t- or ¬1-closed set of formulas in the following way.

Definition 5. A set of formulas Γ is ¬t-closed (¬1-closed) if for each formula A, if
A ∈ Γ, then ¬tA ∈ Γ (¬1A ∈ Γ).

Let us denote by Tt (by T1) a ¬t-closed (¬1-closed) theory and by T ◦
t (by T ◦

1
)

a ¬t-closed (¬1-closed) counter-theory. We introduce the following notation. For
a formula A the expression A 6= ¬1B means that for no formula B, A is of the
form ¬1B. In other words A has not ¬1 as its main connective. The same reading
is supposed for A 6= ¬tB. Let Γ be a set of formulas. Then ¬tΓ = {¬tA : A ∈
Γ and A 6= ¬tB} ∪ {A : ¬tA ∈ Γ} and similarly ¬1Γ = {¬1A : A ∈ Γ and A 6=
¬1B} ∪ {A : ¬1A ∈ Γ}.

The following simple fact is useful: if ¬tA ∈ Tt then A ∈ Tt. Indeed, ¬tA ∈ Tt

implies ¬t¬tA ∈ Tt (by the closure of Tt under ¬t) and then ¬t¬tA ⊢ A gives A ∈ Tt

(by the closure of Tt under ⊢). Similarly the following implications are also true: if
¬1A ∈ T

1
, then A ∈ T

1
, if ¬tA ∈ T ◦

t , then A ∈ T ◦
t , if ¬1A ∈ T ◦

1
, then A ∈ T ◦

1
.

Now we prove an important fact about the relationship between theories and
counter-theories in the next lemma.

Lemma 3. For each theory Tt (counter-theory T ◦
t ), the set ¬1Tt (¬1T ◦

t ) is a ¬t-
closed counter-theory (a ¬t-closed theory). For each theory T

1
(counter-theory T ◦

1
),

the set ¬tT1 (¬tT
◦

1
) is a ¬1-closed counter-theory (a ¬1-closed theory).

Proof. We prove the first assertion (the proofs for the other statements are ana-
logues). For some theory Tt consider a set ¬1Tt. First of all we prove ¬t-closure of
¬1Tt. Suppose A ∈ ¬1Tt for some formula A.

1. ¬1A ∈ Tt. Thus ¬t¬1A ∈ Tt by ¬t-closure of Tt. Using axiom 8 we then obtain
¬1¬tA ∈ Tt, hence ¬tA ∈ ¬1Tt by the definition of ¬1Tt.

2. A = ¬1B for some B ∈ Tt. Then we have ¬1¬1B ∈ Tt applying axiom 6,
¬t¬1¬1B ∈ Tt by ¬t-closure of Tt, ¬1¬t¬1B ∈ Tt by axiom 8, ¬t¬1B = ¬tA ∈
¬1Tt by the definition of ¬1Tt.

Next step is to show the backward closure of ¬1Tt under ⊢ relation. Assume
A ∈ ¬1Tt and C ⊢ A. We need to show that C ∈ ¬1Tt. To this aim we consider two
cases again.
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1. ¬1A ∈ Tt. Using the axioms 6 and 7 we get ¬t¬tC ⊢ ¬1¬1A from C ⊢ A.
Applying R4 we deduce ¬t¬1A ⊢ ¬1¬tC. Note that ¬t¬1A ∈ Tt by ¬t-closure
of Tt. Thus ¬1¬tC ∈ Tt since Tt is also ⊢-closed. Therefore ¬tC ∈ ¬1Tt, so
C ∈ ¬1Tt. Here we are using the fact of ¬t-closure of ¬1Tt proved above.

2. A = ¬1B for some B ∈ Tt. Applying axiom 7 we get ¬t¬tC ⊢ ¬1B which
implies ¬tB ⊢ ¬1¬tC by R4. Since ¬tB ∈ Tt, we have ¬1¬tC ∈ Tt. The latter
implies ¬tC ∈ ¬1Tt, so C ∈ ¬1Tt.

To show the closure of ¬1Tt under disjunction assume A, B ∈ ¬1Tt.

1. Suppose ¬1A ∈ Tt and ¬1B ∈ Tt. Using ¬t-closure of Tt under conjunction
we get ¬1A ∧ ¬1B ∈ Tt, hence ¬1(A ∨ B) ∈ Tt in virtue of axiom 10, so
A ∨ B ∈ ¬1Tt.

2. Assume A = ¬1C, B = ¬1D for some C, D ∈ Tt. Applying axiom 6 and the
closure of Tt under conjunction we obtain ¬1¬1C ∧¬1¬1D ∈ Tt. Now axiom 10
and ⊢-closure of Tt imply ¬1(¬1C∨¬1D) ∈ Tt, thus ¬1C∨¬1D = A∨B ∈ ¬1Tt.

3. Now assume ¬1A ∈ Tt, B = ¬1C. Since C ∈ Tt, so ¬1¬1C ∈ Tt in virtue of
axiom 6 and ⊢-closure of Tt. Thus ¬1A∧¬1¬1C ∈ Tt by the conjunctive closure
of a theory; ¬1(A∨¬1C) ∈ Tt by axiom 10. Therefore A∨¬1C = A∨B ∈ ¬1Tt.

4. The last subcase is similar to the previous one.

Thus ¬1Tt is a ¬t-closed counter-theory.

Theories and counter-theories are intended to play the same role as Lindenbaum
sets in completeness proofs for systems of classical logic. We will use them to define
a canonical valuation of formulas. Another purpose of theories and counter-theories
is a separation tool for the relation ⊢. Namely, if A 0 B then there is a theory T
such that A ∈ T but B /∈ T or a counter-theory T ◦ such that B ∈ T ◦ but A /∈ T ◦.
The existence of these separating sets is a subject of the next lemma. It is well
known how to construct theories in the case of “prototypic” logics of generalized
truth values, see e.g. [5, lemma 8]. But now we should provide an appropriate
procedure which builds a theory or a counter-theory closed under a semi-negation
and separating some specific pair of formulas.

Lemma 4. If A 0 B then there exists a prime theory Ti such that A ∈ Ti and
B /∈ Ti, or there exists a prime counter-theory T ◦

i such that B ∈ T ◦
i and A /∈ T ◦

i ,
where i ∈ {t, 1}.
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Proof. Assume A 0 B. Then we can construct a sequence of theories which ulti-
mately gives rise to a “large” prime theory maximal with respect to containing A
and not containing B or construct a sequence of counter-theories and then generate
a counter-theory maximal with respect to containing B, but not containing A.

1. Let S1 = {D ∧ ¬tD : A ⊢ D}, S2 = {D ∧ ¬1D : A ⊢ D}. We can choose an Si

for which B /∈ Si, i ∈ {1, 2}. Let us assume that it is the S1. Note that S1 is not a
theory yet. We have to generate the closure of S1 under ∧ and ⊢. Thereby we get
the theory, let us denote it as Tt0.

Still one problem remains: what if B ∈ Tt0? It may be the case, indeed. For
example, there may be some D′, A ⊢ D′, D′ ∧ ¬tD

′ ⊢ B. Evidently A 0 D′ ∧ ¬tD
′.

To cope with this problem, we construct the set S◦
1

= {E : E ⊢ B} and close it
under ∨ and ⊢ (backward direction), thus obtaining counter-theory T ◦

t0. It is not
difficult to see that A /∈ T ◦

t0.
So, if B /∈ Tt0, then we take Tt0 as a first element of a sequence we are about to

construct, else put T ◦
t0 as its first element.

2. Let C0, C1, C2, . . . be some enumeration of all LLLSN-formulas. For definite-
ness’ sake assume A ∈ Tt0, B /∈ Tt0. Now suppose Ttn is already constructed. If
Ttn ∪ {Cn ∧ ¬tCn} being closed under ∧ and ⊢ do not contain B, then Ttn+1

=
Ttn ∪ {Cn ∧ ¬tCn} else Ttn = Ttn+1

. An analogues procedure works when start-
ing theory is T

1
or counter-theory. In the latter case we need closure under ∨ and

backward closure under ⊢.
3. Finally we take the union of all theories (or counter-theories) and obtain a

prime theory (or prime counter-theory) maximal with respect to containing A and
not containing B (respectively containing B and not containing A).

4. The primeness of obtained theory (or counter-theory) can be shown in a
standard way using distribution laws, see [5, lemma 8].

Now we are ready to define a canonical valuation υc with the help of prime
theories and counter-theories. Note that the canonical valuation should be coherent
in a sense that it captures all possible assignments to a formula A. That is each
case, t ∈ υc(A), ut ∈ υc(A), f ∈ υc(A), etc. must be covered.

Definition 6 (Canonical valuation). Let Ti be a ¬i-closed prime theory (T ◦
i be a

¬i-closed counter-theory), i ∈ {t, 1}. For each propositional variable p, a canonical
valuation υc to be defined as follows:

p ∈ Tt ⇔ 1 ∈ υc(p) or u1 ∈ υc(p), p ∈ T ◦
t ⇔ 0 ∈ υc(p) or u1 ∈ υc(p),

p ∈ T1 ⇔ t ∈ υc(p) or ut ∈ υc(p), p ∈ T ◦
1 ⇔ f ∈ υc(p) or ut ∈ υc(p).

Now we would like to have an extended valuation for all formulas defined in a
standard way. This is possible according to the next lemma.
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Lemma 5. The canonical valuation υc can be extended to the set of all formulas.

Proof. By induction of a formula construction. To accomplish the proof we need to
consider four cases, depending on the main connective of a formula, each case then
has four subcases, according to the definition 6. We provide a careful inspection of
the proofs for the typical subcases while the remaining parts can be easily restored
using the similar patterns of reasoning.

Case ¬tA.

Subcase 1. (⇒) Assume ¬tA ∈ Tt. Then A ∈ Tt by ¬t-closure of Tt. Thus
1 ∈ υc(A) or u1 ∈ υc(A) by induction hypothesis (IH in the sequel). Each of the
disjuncts implies 1 ∈ υc(¬tA) or u1 ∈ υc(¬tA) by lemma 1. (⇐) Assume 1 ∈ υc(¬tA)
or u1 ∈ υc(¬tA). To apply reasoning by cases we take firstly 1 ∈ υc(¬tA) which gives
1 ∈ υc(A) by lemma 1, hence 1 ∈ υc(A) or u1 ∈ υc(A); then use the IH and ¬t-closure
of Tt. Similarly work with the second disjunct.

Subcase 2. (⇒) Let ¬tA ∈ T1. By lemma 3, ¬tT1
is a counter-theory; A ∈ ¬tT1

by the construction of ¬tT1
. Then IH gives f ∈ υc(A) or ut ∈ υc(A). Again, each

of the disjuncts implies t ∈ υc(¬tA) or ut ∈ υc(¬tA) by lemma 1. (⇐) Similar to
subcase 1, the result is obtained via reasoning by cases and lemma 1, along with IH.

The other subcases and the case ¬1A present no difficulties and their proof uses
essentially the same technique.

Case A ∧ B.

Subcase 1. (⇒) Suppose first A ∧ B ∈ Tt. What we have to show is that
1 ∈ υc(A ∧ B) or u1 ∈ υc(A ∧ B). Axioms of ∧-elimination imply A ∈ Tt and
B ∈ Tt. Then IH implies [1 ∈ υc(A) or u1 ∈ υc(A)] and [1 ∈ υc(B) or u1 ∈
υc(B)]. Elementary classical transformations give thus the following four disjuncts:
[1 ∈ υc(A) and 1 ∈ υc(B)], [1 ∈ υc(A) and u1 ∈ υc(B)], [u1 ∈ υc(A) and 1 ∈ υc(B)]
and [u1 ∈ υc(A) and u1 ∈ υc(B)]. It is easy to see that in each disjunctive case
lemma 1 yields the result.

(⇐) Now suppose 1 ∈ υc(A ∧ B) or u1 ∈ υc(A ∧ B). Then we apply reasoning
by cases. First 1 ∈ υc(A ∧ B) implies 1 ∈ υc(A) and 1 ∈ υc(B) by lemma 1. Then
from the first conjunct we have 1 ∈ υc(A) or u1 ∈ υc(A) along with 1 ∈ υc(B) or
u1 ∈ υc(B) from the second one. Thus A ∈ Tt and B ∈ Tt by IH and hence A∧B ∈ Tt

by ∧-closure of Tt. Second case, u1 ∈ υc(A ∧ B), is a bit more tedious because
it produces three clauses: [u1 ∈ υc(A) and 1 ∈ υc(B)], [u1 ∈ υc(B) and 1 ∈ υc(A)],
[u1 ∈ υc(A) and u1 ∈ υc(B)] according to lemma 1. But simple reasoning shows that
each of the disjuncts with the help of IH and ∧-closure of Tt implies A ∧ B ∈ Tt.

Subcase 2. (⇒) Assume that A ∧ B ∈ T ◦
1

. From the primeness of T ◦
1

it follows
that A ∈ T ◦

1
or B ∈ T ◦

1
and, by IH, [f ∈ υc(A) or ut ∈ υc(A)] or [f ∈ υc(B) or ut ∈

υc(B)]. The presence of f in the assigned truth value immediately yields f ∈ υc(A∧
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B) so [f ∈ υc(A ∧ B) or ut ∈ υc(A ∧ B)] – that is what we need to show. If ut

is an element of a formula value, say A, then t cannot be in υc(A ∧ B), so, again,
[f ∈ υc(A ∧ B) or ut ∈ υc(A ∧ B)].

(⇐) Now suppose [f ∈ υc(A∧B) or ut ∈ υc(A∧B)]. This subcase proof includes
lots of routine reasoning by cases arguments. We just sketch some of them. First,
suppose f ∈ υc(A∧B). Then f ∈ υc(A) or f ∈ υc(B) by lemma 1. Suppose, further,
f ∈ υc(A). Immediately f ∈ υc(A) or ut ∈ υc(A). It means that A ∈ T ◦

1
by IH. But

A ∧ B ⊢ A and T ◦
1

backwardly closed under ⊢, hence A ∧ B ∈ T ◦
1

. Similar argument
applied when f ∈ υc(B). Next assume ut ∈ υc(A ∧ B). According to lemma 1,
we have three clauses [ut ∈ υc(A) and ut ∈ υc(B)], [t ∈ υc(A) and ut ∈ υc(B)],
[ut ∈ υc(A) and t ∈ υc(B)], but each of them with the help of IH and ⊢-closure
of T ◦

1
yields the result. For instance ut ∈ υc(A) follows from the first clause, then

ut ∈ υc(A) or f ∈ υc(A) implies A ∈ T ◦
1

by IH and hence A ∧ B ∈ T ◦
1

.

Case A ∨ B.

Subcase 1. (⇒) Let A∨B ∈ T
1
. Then, by the primeness of T

1
, A ∈ T

1
or B ∈ T

1
.

Thus we have four disjuncts: t ∈ υc(A), t ∈ υc(B), ut ∈ υc(A) and ut ∈ υc(B)
using IH. Again the presence of t in a truth value assigned to A or in a truth value
assigned to B immediately gives t ∈ υc(A ∨ B) and so [t ∈ υc(A ∨ B) or ut ∈
υc(A ∨ B)], while ut guarantees [ut ∈ υc(A ∨ B) or t ∈ υc(A ∨ B)] as required.

(⇐) Now assume t ∈ υc(A ∨ B) or ut ∈ υc(A ∨ B). The first disjunct leads to
the result almost straightforwardly, since t ∈ υc(A) or t ∈ υc(B) and IH give A ∈ T

1

or B ∈ T
1
, so A ∨ B ∈ T

1
follows from each of disjuncts using the introduction of ∨

axioms. Next assume ut ∈ υc(A ∨ B). Lemma 1 then gives three possible situations:
[f ∈ υc(A) and ut ∈ υc(B)], [ut ∈ υc(A) and f ∈ υc(B)] or [ut ∈ υc(A) and ut ∈
υc(B)]. Each of them along with IH implies A ∨ B ∈ T

1
.

Subcase 2. (⇒) Suppose A ∨ B ∈ T ◦
1

. Then, by the backward ⊢-closure of T ◦
1

and the ∨-introduction axioms, A ∈ T ◦
1

and B ∈ T ◦
1

. IH leads to the following
two assertions: [f ∈ υc(A) or ut ∈ υc(A)] and [f ∈ υc(B) or ut ∈ υc(B)]. Again we
transform these into four clauses: [f ∈ υc(A) and f ∈ υc(B)], [f ∈ υc(A) and ut ∈
υc(B)], [f ∈ υc(B) and ut ∈ υc(A)], [ut ∈ υc(A) and ut ∈ υc(B)]. Evidently in each
case we obtain f ∈ υc(A ∨ B) or ut ∈ υc(A ∨ B).

(⇐) Assume f ∈ υc(A ∨ B) or ut ∈ υc(A ∨ B). The result easily follows from
each of the disjuncts. Assuming f ∈ υc(A ∨ B) we derive f ∈ v(A) and f ∈ υc(B) in
virtue of lemma 1. IH then gives A ∈ T ◦

1
, B ∈ T ◦

1
which implies A ∨ B ∈ T ◦

1
since

T ◦
1

is closed under ∨. Case for ut ∈ υc(A ∨ B) is a bit more involved as it provides
three disjuncts according to lemma 1. Each of them is easy to explore. For instance,
let ut ∈ υc(A) and f ∈ υc(A). ut ∈ υc(A) implies ut ∈ υc(A) or f ∈ υc(A), so, by
IH A ∈ T ◦

1
. Likewise B ∈ T ◦

1
from the second conjunct. Finally, by ∨-closure of T ◦

1
,

A ∨ B ∈ T ◦
1

.
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Theorem 6 (Completeness). For all formulas A, B: if A � B then A ⊢ B.

Proof. Let A 0 B. Then, using lemma 4, we construct a prime theory Ti such that
A ∈ Ti and B /∈ Ti or a prime counter-theory T ◦

i , such that B ∈ T ◦
i and A /∈ T ◦

i ,
i ∈ {1, t}. Let us assume that the prime theory T

1
has been constructed and A ∈ T

1
.

Then due to lemma 5 we have t ∈ υc(A) or ut ∈ υc(A) but t, ut /∈ υc(B). If t ∈ υc(A)
then clearly A 2 B, according to the definition 12. Assume ut ∈ υc(A). It’s easy
to see from truth table 2 that f ∈ υc(B) but f /∈ υc(A), so, again A 2 B. The
counter-theory case is analogous.

6 Relational Semantics for Non-distributive LLSN

In this section we change the direction of thought and consider some different
semantics for the calculus based on the old LLSN system. More specifically, we
omit the distribution scheme from the set of axiomatic schemata and escape from
the realm of finite lattice-ordered sets of generalized truth values.

Unlike classical logic, not all non-classical logical systems presuppose distributiv-
ity of conjunction over disjunction and vise versa. Moreover, the distribution laws
are even not considered as representing the inherent properties of conjunction and
disjunction at all. As stated in [4], “nondistributive logics are perfectly natural”. The
reason for this claim is presumably stems from the fact that the very basic properties
of meet and join in a lattice (not necessarily distributive in general), represented by
an appropriate family of logical deductive rules, do not entail the distribution laws.

From the semantical perspective non-distributive logics are determined by a dif-
ferent class of structures and demand essentially novel insights in completeness proof
techniques. In the literature one can find examples of semantics for positive non-
distributive propositional logics as well as approaches aimed to handle different
negation-like operations in the context of non-distributivity, see, eg. [4, 14].

Closely related research area is a pure lattice-theoretic studies in representation
theory of lattices with negations [10, 3, 13, 14]. Some of these sources treat negation
as modal operator.

Non-distributive version of LLSN is obtained from original LLSN by dropping
scheme 5 which implies the distribution laws for ∧ and ∨.

For our purposes we will modify the approach to construction of a relational
semantics for Linear logic from §6 of [1]3, where the mathematical apparatus of
representation theory developed in preceding sections transforms into the customary
logical framework for describing relationship between syntax and semantics. Linear

3As one of the reviewers pointed out this article actually deals with MALL and some related
logics.
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logic has rich signature including De Morgan negation along with ∧ and ∨ which
do not enjoy the distribution laws. Semantically this means that we do not have a
sufficient supply of prime theories and counter-theories to separate formulas. From
the relational semantics point of view, a world of a frame can be an element of some
theory, or counter-theory, or do not belong to any of them. Thus the valuation of
propositional variables relative to possible worlds appears to be three-valued, which
is close to our understanding of generalized truth values with uncertainty component.

The basic underlying semantic structure is a set equipped with a family of quasi-
orders.

Definition 7. A frame is a structure (X, (6i,4i)i∈{1,2}), where X is a non-empty
set and each of 6i and 4i, (i ∈ {1, 2}) is a quasi-order on X satisfying the following
conditions for all x, y ∈ X:

x 6i y & x 4i y ⇒ x = y, i ∈ {1, 2}. (3)

The elements of X are usually called ‘worlds’ or ‘states’ as is customary for
relational structures. The relations on X induce two couples of functions: r1, l1 and
r2, l2 of the type P(X) → P(X), defined via the following equations:

li(A) = {x ∈ X : ∀y ∈ X(x 6i y ⇒ y /∈ A)},

ri(A) = {x ∈ X : ∀y ∈ X(x 4i y ⇒ y /∈ A)},

where i ∈ {1, 2}.
The key fact, proved in [16], is that these two mappings constitute a Galois

connection between 6i-increasing and 4i-increasing subsets of X. Therefore the
compositions of two mappings, rili and liri, (i ∈ {1, 2}), are closure operators on
the subsets of X. Slightly modifying the corresponding notions from [16] we call a
set A ⊆ X li-stable if A = li(ri(A)); A is ri-stable if A = ri(li(A)), i ∈ {1, 2}.

l- and r-stable subsets are key components of semantic constructions studied in
the literature on the related topics (e.g. [10, 3]).

The presence of semi-negations in the signature of logic forces the appearance
of their semantic counterparts. We adopt here the use of so called generalized star
operations (following the lines of [1, 10]) and denote them as Nt and N1 to keep
clear the correspondence with the semi-negations. We then call a doubly ordered
set endowed with Nt and N1 a star frame, using the term from [7] (although we have
two star-like operations here and do not actually designating them as stars).

Definition 8. A tuple F = (X, (6i,4i)i∈{1,2}, Nt, N1) is called a star frame if
(X, (6i,4i)i∈{1,2}) is a frame, Nt and N1 are the unary operations on X such that
for all x, y ∈ X, i ∈ {1, 2}:
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1. Nt(Nt(x)) = x,

2. N1(N1(x)) = x,

3. Nt(N1(x)) = N1(Nt(x)),

4. Nt(x) 6i N1(y) ⇔ N1(x) 4i Nt(y),

5. x 61 y ⇔ Nt(x) 41 Nt(y),

6. x 62 y ⇔ N1(x) 42 N1(y).

Note that we also have the following expressions derivable from the above defi-
nition:

x 41 y ⇔ Nt(x) 61 Nt(y), (4)

x 42 y ⇔ N1(x) 62 N1(y), (5)

Nt(x) 41 y ⇔ x 61 Nt(y), (6)

N1(x) 42 y ⇔ x 62 N1(y), (7)

Nt(x) 4i N1(y) ⇔ N1(x) 6i Nt(y). (8)

Indeed, x 41 y ⇒ Nt(Nt(x)) 41 Nt(Nt(y)) ⇒ Nt(x) 61 Nt(y), using items 1 and
5 of definition 8. Now we have the following derivation:

Nt(x) 41 N1(y) ⇔ Nt(Nt(x)) 61 Nt(N1(x)) def. 8 – 1

⇔ Nt(Nt(x)) 61 N1(Nt(x)) def. 8 – 3

⇔ N1(Nt(x)) 41 Nt(Nt(x)) def. 8 – 4

⇔ Nt(N1(x)) 41 Nt(Nt(x)) def. 8 – 3

⇔ N1(x)) 61 Nt(x) def. 8 – 5

To define a valuation of propositional variables on a star frame we use two
valuation functions, vt and v1, each responsible for a valuation in its own basic
truth values set. This choice is not essential but makes our definitions slightly less
cumbersome.

Definition 9. Let F = (X, (6i,4i)i∈{1,2}, Nt, N1) be a star frame. The valuation
functions vt, v1 are the mappings vt : PV × X → {t, ut, f} and v1 : PV × X →
{1, u1, 0} such that for each p ∈ PV , x ∈ X:

1. If P p
t = {x : vt(p, x) = t} and P p

f = {x : vt(p, x) = f} then r1(P p
t ) = P p

f and

l1(P p
f ) = P p

t ;
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2. If P p
1

= {x : v1(p, x) = 1} and P p
0

= {x : v1(p, x) = 0} then r2(P p
t ) = P p

f and

l2(P p
f ) = P p

t .

The correspondence between the truth and falsity sets of a propositional variable
p (that is between components in the pairs (P p

t , P p
f ) and (P p

1
, P p

0
)) postulated in the

above definition shows that these sets are stable with respect to the corresponding
composition of li and ri, i ∈ {1, 2}. For example for a propositional variable p,
l1(r1(P p

t )) = P p
t , so P p

t is an l1-stable set.

Next we introduce the satisfaction relations between elements of X and formu-
las, relativized with respect to the value of a valuation function. On the level of
propositional variables this correspondence provided by the valuation functions and
described by the following expressions, where p ranges over PV :

Definition 10.

x �t p ⇔ vt(x, p) = t x �1 p ⇔ v1(x, p) = 1 (9)

x �ut
p ⇔ vt(x, p) = ut x �u1

p ⇔ v1(x, p) = u1 (10)

x �f p ⇔ vt(x, p) = f x �0 p ⇔ v1(x, p) = 0 (11)

Having defined relativized satisfaction relations we can model our old truth values
from L 9u in terms of these relations. For example we will write x �t1 p to mean
that x �t p and x �1 p simultaneously hold in some world x. Before extending
the satisfaction relation to the complex formulas we introduce another notational
convention. An expression x �−v A means that a formula A is in some satisfaction
relation with x (under the valuations vt and v1) except of the relation with particular
value v. For instance x �−0 A is understood as x �t1 A, x �fu1

A, etc., that is
encodes a collection of conjunctions of valuations for a formula A except of those
containing conjunct x �0 A. For the complex formulas we put x �ut

A ⇔ 2t

A and 2f A; x �u1
A ⇔ 21 A and 20 A. Now we are ready to spell out the

definitions of the satisfaction relations for ∧, ∨ and the semi-negations.
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Definition 11.

x �t A ∧ B ⇔ x �t A and x �t B, x �f A ∨ B ⇔ x �f A and x �f B (12)

x �1 A ∧ B ⇔ x �1 A and x �1 B, x �0 A ∨ B ⇔ x �0 A and x �0 B (13)

x �t A ∨ B ⇔ ∀y(x 61 y ⇒ (y �−f A or y �−f B)), (14)

x �1 A ∨ B ⇔ ∀y(x 62 y ⇒ (y �−0 A or y �−0 B)), (15)

x �f A ∧ B ⇔ ∀y(x 41 y ⇒ (y �−t A or y �−t B)), (16)

x �0 A ∧ B ⇔ ∀y(x 42 y ⇒ (y �−1 A or y �−1 B)), (17)

x �t ¬tA ⇔ Nt(x) �f A, x �t ¬1A ⇔ x �t A, (18)

x �1 ¬1A ⇔ N1(x) �0 A, x �1 ¬tA ⇔ x �1 A, (19)

x �f ¬tA ⇔ ∀y(x 41 y ⇒ Nt(y) �−f A), (20)

x �0 ¬1A ⇔ ∀y(x 42 y ⇒ N1(y) �−0 A), (21)

x �0 ¬tA ⇔ ∀y(x 42 y ⇒ y �−1 A), (22)

x �f ¬1A ⇔ ∀y(x 41 y ⇒ y �−t A). (23)

Remark. We would like to extend the definitions of truth and falsity sets of
propositional variables given in definition 9 to arbitrary formulas. Thus, given a
formula A, P A

i = {x : x �i A}, where i ∈ {1, t, 0, f}. The key observation here is
that r1(P A

t ) = P A
f , r2(P A

1
) = P A

0
, l1(P A

f ) = P A
t and l2(P A

0
) = P A

1
. We will prove

this fact in the next lemma.

Lemma 7. For each formula A, star frame F and x ∈ F : if P A
t = {x : x �t A} and

P A
f = {x : x �f A}, then r1(P A

t ) = P A
f and l1(P A

f ) = P A
t ; if P A

1
= {x : x �1 A} and

P A
0

= {x : x �0 A}, then r2(P A
1

) = P A
0

and l2(P A
0

) = P A
1

.

Proof. 0. For the propositional variables the assertions of lemma hold by definition
of canonical valuations and definition 16.

1. Assume x ∈ r1(P A∧B
t ). Then ∀y(x 41 y ⇒ y /∈ P A∧B

t ), that is ∀y(x 41 y ⇒
y �−t A ∧ B) and, by definition 11, ∀y(x 41 y ⇒ (y �−t A or y �−t B)). Therefore
x �f A ∧ B and x ∈ P A∧B

f . For the other direction just move backward.

2. Next suppose x ∈ r1(P A∨B
t ). Then we have ∀y(x 41 y ⇒ y /∈ P A∨B

t ), which
means that ∀y(x 41 y ⇒ y �−t (A ∨ B)), so ∀y(x 41 y ⇒ ∃z(y 61 z and (z 2−f

A and z 2−f B))) which gives

∀y(x 41 y ⇒ ∃z(y 61 z and z �f A)) and (24)

∀y(x 41 y ⇒ ∃z(y 61 z and z �f B)). (25)
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The last two expressions are just unwinding of x ∈ r1(l1(P A
f )) and x ∈ r1(l1(P B

f )).

By IH we know that r1(l1(P A
f )) and r1(l1(P B

f ) are both r1-stable, hence x ∈ P A
f and

x ∈ P B
f and, finally, x ∈ P A∨B

f .

Let x ∈ P A∨B
f . Then we evidently have x ∈ P A

f and x ∈ P B
f . Again, IH yields

x ∈ r1(l1(P A
f )) and x ∈ r1(l1(P B

f )). These conjuncts can be rewritten in the form

of (24) and (25) correspondingly. Those expressions imply x ∈ r1(P A∨B
t ).

3. Cases for the semi-negations are almost straightforward. Let us check for
¬tA. So, suppose x ∈ r1(P ¬tA

t ). Then ∀y(x 41 y ⇒ y /∈ P ¬tA
t ), hence ∀y(x 41

y ⇒ y �−t ¬tA)), so ∀y(x 61 y ⇒ Nt(y) �−f A). The last expression exactly means
x �f ¬tA. Moving backward we obtain the converse.

4. Cases for l2 and r2 are shown analogously.

As a simple implication from the above lemma we have the following statements
fixing the facts about stabilities of truth and falsity sets of an arbitrary formula A:

Corollary 8. For each formula A, P A
t = l1(r1(P A

t )), P1(A) = l2(r2(P A
1

)), P A
f =

r1(l1(P A
f )), P A

0
= r2(l2(P A

0
)).

The following definition introduces the central semantic concept, namely the
consequence relation.

Definition 12. For all A, B, A � B if for all F and all x ∈ F the following
statements hold:

x �t A ⇒ x �t B, x �1 A ⇒ x �1 B, (26)

x �f B ⇒ x �f A, x �0 B ⇒ x �0 A. (27)

6.1 Soundness

Let us stipulate and prove the soundness result.

Theorem 9. For all formulas A and B, A ⊢ B ⇒ A � B.

As usual the soundness proof supposes the routine check for all the axiom
schemata and the rules of inference, but we take for the illustration purposes only
scheme 11 and rule R5 cases, probably the most cumbersome, though.

Proof. 1. Let us take an arbitrary star frame F , x ∈ F and assume that x �t ¬t(A∧
B). Then, according to definition 11, Nt(x) �f (A ∧ B), so ∀y(Nt(x) 41 y ⇒ (y �−t

A or y �−t B)). Next we use the fact that Nt(x) 41 y is implied by x 61 Nt(y) for
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all x, y ∈ F . Consequently, ∀y(x 61 Nt(y) ⇒ (Nt(y) �−f ¬tA or Nt(y) �−f ¬tB))
which means, again by definition 11, that x �t (¬tA ∨ ¬tB).

Further assume that x �1 ¬t(A ∧ B). From definition 11 we have x �1 (A ∧ B),
that is x ∈ P1(A ∧ B), hence x ∈ l2(r2(A ∧ B)) (see Remark after definition 11).
Now assume x 21 (¬tA ∨ ¬tB). Unwinding of this assumption is the expression
∃y(x 42 y and ∀z(y 62 z ⇒ z �−1 A and z �−1 B)). But this exactly means
that x /∈ l2(r2(A ∧ B)) as it is the case when ∃y(x 42 y and ∀z(y 62 z ⇒ z �−1

A or z �−1 B)).

Let x �f ¬tA ∨ ¬tB. By definition 11 this implies x �f ¬tA and x �f ¬tB.
Let us take x �f ¬tA. Applying the same definition again we get ∀y(x 41 y ⇒
Nt(y) �−f A). Now consider consequent Nt(y) �−f A. It can be rewritten as
Nt(y) /∈ Pf (A), so, by r1-stability of Pf (A), Nt(y) /∈ rt(l1(Pf (A))). The latter
expression means ∃z(Nt(y) 41 z and z ∈ l1(Pf (A))). Note that l1(Pf (A)) = Pt(A),
so z �t (A). The same reasoning gives z �t B from x �f ¬tB. But it means that
∀y(x 41 y ⇒ ∃z(Nt(y) 41 z and z �t A∧B)), that is ∀y(x 41 y ⇒ Nt(y) �−f A∧B)
and, finally, x �f ¬t(A ∧ B).

Suppose x �0 ¬tA ∨ ¬tB. Therefore x �0 ¬tA and x �0 ¬tB, which is ∀y(x 42

y ⇒ y �−1 A and y �−1 B). But it implies x �0 ¬t(A ∧ B) by definition 11.

Now we check the rule ¬1A ⊢ ¬tB/¬1B ⊢ ¬tA. Assume ¬1B 2 ¬tA . Let
for some x x �t ¬1B, but x �−t ¬tA. Then x �t B, hence Nt(x) �−f ¬1B.
From x �−t ¬tA we have Nt(x) �−f A. It remains to note Nt(x) /∈ Pf (A) and
from r1-stability of Pf (A) we infer ∃z(Nt(x) 41 z and z �t A), so Nt(x) �−f ¬1A.
Consequently ¬1A 2 ¬tB.

Next lemma is proved with the help of simple usage of soundness theorem.

Lemma 10. For each formula A, canonical frame F and x ∈ F :

x �t A ⇔ Nt(x) �f ¬tA x �f A ⇔ Nt(x) �t ¬tA (28)

x �1 A ⇔ N1(x) �0 ¬1A x �0 A ⇔ N1(x) �1 ¬1A (29)

Proof. The equivalences on the left side are easy to see. For instance, x �t A ⇔
Nt(Nt(x)) �t ¬t¬tA ⇔ Nt(x) �f ¬tA. As for the equivalences on the right side,
right-to-left direction is clear: Nt(x) �t ¬tA ⇒ Nt(Nt(x)) �f ¬t¬tA ⇒ x �f A. For
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the converse we need the following sequence of metalinguistic implications:

x �f A ⇒ x �f ¬t¬tA axiom 7

⇒ ∀y(x 41 y ⇒ Nt(y) �−f ¬tA) def. 11

⇒ (x 41 Nt(y) ⇒ Nt(Nt(y)) �−f ¬tA) ∀el

⇒ (Nt(x) 61 y ⇒ y �−f ¬tA) def 8 – 1, 5, (4)

⇒ ∀y(Nt(x) 61 y ⇒ y �−f ¬tA) ∀in

The last line and lemma 7 imply that Nt(x) ∈ l1(r1(P ¬tA
t )) = P ¬tA

t , that is Nt(x) �t

¬tA.

6.2 Completeness

For the completeness proof we will make use of the notions of ¬t-closed and ¬1-
closed theories and counter-theories (see the definitions 4, 6) again. To construct a
canonical frame we need a modification of commonly used (theory, counter-theory)
pair based approach (see e.g. [16, 10]4) due to the distinction of ¬t- and ¬1-closed
theories. Namely a theory component splits now into a pair of two theories (Tt, T

1
),

¬t- and ¬1-closed correspondingly. Likewise a counter-theory component will be
replaced by (T ◦

t , T ◦
1

), a pair of ¬t- and ¬1-closed counter-theories. So, a world x
of a canonical frame may be thought as a quadruple of the form (Tt, T

1
, T ◦

t , T ◦
1

)
for some theories Tt, T

1
and counter-theories T ◦

t , T ◦
1

closed according to their lower
indices. For notational convenience we will represent quadruples in the form of
pairs and call them “q-pairs”. If x = ((Tt, T

1
), (T ◦

t , T ◦
1

)), we will refer to its pairs’
components by adding x to the their superscript positions. For example T x

1
is the

second element of the first pair of x, while T ◦x
1

is the second element of the second
pair of x. To define the star-like operations Nt and N1 in a canonical frame we will
use the notations ¬1Tt, ¬1T ◦

t , ¬tT1
and ¬tT

◦
1

in the same sense as before (see the
explanations precluding lemma 3).

Definition 13. A q-pair x is maximal disjoint if T x
t is maximal in the set of ¬t-

closed theories disjoint from T ◦x
t and T ◦x

t is maximal in the set of ¬t-closed theories
disjoint from T x

t , while T x
1

is maximal in the set of ¬1-closed theories disjoint from
T ◦x

1
and T ◦x

1
is maximal in the set of ¬1-closed counter-theories disjoint from T x

1
.

Definition 14. A canonical frame is a structure F = (W, (6i,4i)i∈{1,2}, Nt, N1),
where W is set of maximal disjoint q-pairs such that for all x, y ∈ W ,

4To be more precise the approach developed in [16] utilizes the notion of disjoint filter-ideal
pair.
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1. x 61 y ⇔ T x
1

⊆ T y
1

, x 62 y ⇔ T x
t ⊆ T y

t ,

2. x 41 y ⇔ T ◦x
1

⊆ T ◦y
1

, x 42 y ⇔ T ◦x
t ⊆ T ◦y

t ,

3. Nt(x) = ((T x
t , ¬tT

◦x
1

), (T ◦x
t , ¬tT

x
1

)),

4. N1(x) = ((¬1T ◦x
t , T x

1
), (¬1T x

t , T ◦x
1

)).

We will write x 6 y, x, y ∈ F , to mean x 6i y and x 6i y, i ∈ {1, 2}. We also

often use the notations T
Ni(x)

t , T
Ni(x)

1
, T

◦Ni(x)

t and T
◦Ni(x)

1
for the elements from

Ni(x), i ∈ {t, 1}.

We have an analogue of lemma 4 but now without assuming primeness of theories
and counter-theories as this property requires the distribution laws absent from the
set of axiom schemata.

Lemma 11. If A 0 B then there exists a theory Ti such that A ∈ Ti and B /∈ Ti or
there exists a counter-theory T ◦

i such that B ∈ T ◦
i and A /∈ T ◦

i , where i ∈ {1, t}.

Proof. Is essentially the same as in given for lemma 4, but without the last point
concerning the primness as we do not have it this time.

Lemma 12. If A 0 B then there exists a maximal disjoint q-pair x such that A ∈ T x
i

and B /∈ T x
i or B ∈ T ◦x

i and A /∈ T ◦x
i , i ∈ {t, 1}.

Proof. By the previous lemma we know how to construct a theory or counter-theory
separating A from B. Assume without loss of generality that A ∈ Tt. Thus to
compose a required q-pair we first need arbitrary counter-theory T ◦

1
, disjoint from

T
1

and a disjoint pair (Tt, T ◦
t ) which always can be found. Then extend this q-pair

to the maximal disjoint x using standard techniques exploiting Zorn lemma.

Next simple lemma is useful for the technical inferences below.

Lemma 13. Let F be a canonical frame and x ∈ F . Then

1. A ∈ T
◦Nt(x)

1
⇔ ¬tA ∈ T x

1
or A = ¬tA

′ for some A′ ∈ T x
1

and A′ 6= ¬tB,

2. A ∈ T
Nt(x)

1
⇔ ¬tA ∈ T ◦x

1
or A = ¬tA

′ for some A′ ∈ T ◦x
1

and A′ 6= ¬tB,

3. A ∈ T
◦N1(x)

t ⇔ ¬1A ∈ T x
t or A = ¬1A′ for some A′ ∈ T x

t and A′ 6= ¬1B,

4. A ∈ T
N1(x)

1
⇔ ¬1A ∈ T ◦x

1
or A = ¬1A′ for some A′ ∈ T ◦x

t and A′ 6= ¬1B.
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Proof. Directly follows from the definitions of operations Nt and N1 in a canonical
frame.

Lemma 14. Let F be a canonical frame. Then F is a star frame.

Proof. We have to check the properties 1-6 of definition 8 with respect to the unary
operations of a canonical frame.

1. To prove equation 1 we have to show that for each theory T
1
, T

1
= ¬t¬tT1

and for each counter-theory T ◦
1

, T ◦
1

= ¬t¬tT
◦

1
. Let us check the equation

T
1

= ¬t¬tT1
. For a formula A we have to consider three sub-cases.

(a) A 6= ¬tB. Then we have A ∈ T
1

⇔ ¬tA ∈ ¬tT1
⇔ A ∈ ¬t¬tT1

.

(b) A = ¬tB and B 6= ¬tC. Here we have A ∈ T
1

⇔ B ∈ ¬tT1
⇔ ¬tB = A ∈

¬t¬tT1
.

(c) A = ¬tB and B = ¬tC. In this case we have A ∈ T
1

⇔ B ∈ ¬tT1
⇔ C ∈

¬t¬tT1
. Since ¬t¬tT is a theory according to lemma 3, ¬t¬tC = A ∈

¬t¬tT1
.

Similar reasoning shows that T ◦
1

= ¬t¬tT
◦

1
.

2. For equation 3 it is enough to notice that for all x ∈ F , Nt(N1(x)) =
((¬1T ◦x

t , ¬tT
◦x

1
), (¬1T x

t , ¬tT
x

1
)) = N1(Nt(x)).

3. For equation 4 assume Nt(x) 61 N1(y). This means that inclusion T
Nt(x)

1
⊆

T
N1(y)

1
holds. Note that T

N1(y)

1
= T y

1
(as N1 does not affect the T

1
when

changing from y to N1(y)), so the inclusion can be rewritten as T
Nt(x)

1
⊆ T y

1
.

The last expression implies ¬tT
Nt(x)

1
⊆ ¬tT

y
1

which is the same as T
◦N1(x)

1
⊆

T
◦Nt(y)

1
(because ¬tT

Nt(x)

1
= T ◦x

1
= T

◦N1(x)

1
; ¬tT

y
1

= T
◦Nt(y)

1
). We conclude

that N1(x) 41 Nt(y). For the other direction: N1(x) 41 Nt(y) ⇒ T
◦N1(x)

1
⊆

T
◦Nt(y)

1
⇒ ¬tT

◦N1(x)

1
⊆ ¬tT

◦Nt(y)

1
⇒ T

Nt(x)

1
⊆ T

N1(y)

1
⇒ Nt(x) 61 Nt(y).

4. The equations 5 and 6 are straightforward.

Now we need to make sure that for a maximal disjoint q-pair x, Nt(x) and N1(x)
are also maximal disjoint q-pairs. First of all lemma 3 ensures that operations Nt

and N1 transform theories to contertheories and vice versa. Disjointness is also
straightforward: without loss of generality suppose for some x ∈ F , ¬tT

x
1

∩¬tT
◦x

1
6=

∅. Thus there is some A ∈ ¬tT
x

1
∩ ¬tT

◦x
1

. But then ¬tA ∈ T x
1

∩ T ◦x
1

or some
B ∈ T x

1
∩ T ◦x

1
such that A = ¬tB, a contradiction. For the maximality suppose
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there is some y ∈ F such that Nt(x) 6 y. So, T x
i 6i T y

i , T ◦x
i 4i T ◦y

i (i ∈ {1, t}).

First note that T x
t = T

Nt(x)

t and T ◦x
t = T

◦Nt(x)

t , so T x
t = T y

t and T ◦x
t = T ◦y

t .
Next we have ¬tT

◦x
1

⊆ T y
1

and ¬tT
x

1
⊆ T ◦y

1
. From the first conjunct we derive

¬t¬tT
◦x

1
⊆ ¬tT

y
1

, so T ◦x
1

⊆ ¬tT
y

1
. But Nt(y) is disjoint while x is maximal, so

T ◦x
1

= ¬tT
x

1
= T ◦y

1
. Likewise from the second conjunct we obtain T x

1
= ¬tT

◦x
1

= T y
1

.
Thus Nt(x) is equal to y and so is maximal. In the same way maximality of N1(x)
can be shown.

Let W be a carrier set of a canonical structure F . Now we define the valuations
of propositional variables and satisfaction relation in F .

Definition 15. Let F = (W, (6i,4i)i∈{1,2}, Nt, N1) be a canonical frame. The
functions vc

t : PV ×W → {t, ut, f} and vc
1
: PV ×W → {1, u1, 0} are called canonical

valuation functions iff conditions 1 and 2 of the definition 9 hold along with the
following:

vc
t (p, x) = t ⇔ p ∈ T x

1 , vc
1(p, x) = 1 ⇔ p ∈ T x

t ,

vc
t (p, x) = f ⇔ p ∈ T ◦x

1 , vc
1(p, x) = 0 ⇔ p ∈ T ◦x

f ,

vc
t (p, x) = ut ⇔ p /∈ T x

1
and p /∈ T ◦x

1
, vc

1
(p, x) = u1 ⇔ p /∈ T x

t and p /∈ T ◦x
t .

Next definition reuses � symbol for a canonical versions of the satisfaction rela-
tion.

Definition 16. Let F be a canonical structure. For x ∈ F , p ∈ PV :

x �t p ⇔ vc
t (p, x) = t ⇔ p ∈ T x

1
, x �1 p ⇔ vc

1
(p, x) = 1 ⇔ p ∈ T x

t , (30)

x �f p ⇔ vc
t (p, x) = f ⇔ p ∈ T ◦x

1
, x �0 p ⇔ vc

1
(p, x) = 0 ⇔ p ∈ T ◦x

t , (31)

x �ut
p ⇔ x 2t p and x 2f p x �u1

p ⇔ x 21 p and x 20 p. (32)

Now we establish the fact that satisfaction relations can be extended to the set
of all formulas according to definition 11 in a way that the conditions 1 and 2 from
definition 9 hold.

Lemma 15. The satisfaction relation from definition 16 can be extended to the
whole set of formulas in the language LLLSN.

Proof. 1. Let us assume x �t A ∨ B for an x ∈ W . Then, according to (14), we
have for all y such that x 61 y, y �−f A or y �−f B. The latter disjunction can
be conveniently rewritten as ∀y(x 61 y ⇒ (y /∈ r1(P A

t ) or y /∈ r1(P B
t ))) which is

enough to see that x ∈ l1(r1(P A
t )) or x ∈ l1(r1(P B

t )). By corollary 8 we then have
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x ∈ P A
t or x ∈ P B

t , hence x �t A or x �t B. Now by IH we obtain A ∈ T x
1

or
B ∈ T x

1
. Each of disjuncts imply then A ∨ B ∈ T x

1
.

Conversely, suppose A ∨ B ∈ T x
1

. To prove x �t A ∨ B we have to show that for
each y such that x 61 y, y �−f A or y �−f B. Assume it is not the case. Thus there
is a z, x 61 z, and both z �f A and z �f B that is, by IH we have A ∈ T ◦z

1
, B ∈ T ◦z

1
.

The latter assumption means A ∨ B ∈ T ◦z
1

because T ◦z
1

is a counter-theory. At the
same time we have A ∨ B ∈ T z

1
, because x 61 z, that is T x

1
⊆ T z

1
. But this violates

the disjointness of T z
1

and T ◦z
1

.

2. Suppose x �t ¬tA. We have to show ¬tA ∈ T x
1

. First we have Nt(x) �f A

and hence, by IH, A ∈ T
◦Nt(x)

1
. Next, by lemma 13, we obtain the result. Indeed,

¬tA ∈ T x
1

or A = ¬tA
′ for some A′ ∈ T x

1
and A′ 6= ¬tB, then ¬t¬tA

′ = ¬tA ∈ T x
1

.

Conversely assume ¬tA ∈ T x
1

. Then by lemma 13 it follows that A ∈ T
◦Nt(x)

1

and by IH Nt(x) �f A. The last statement gives x �t ¬tA from definition 16.

3. Suppose x �t ¬1A, then x �t A and, by IH, A ∈ T x
1

. Since T x
1

is ¬1-closed,
¬1A ∈ T x

1
. For the other direction suppose ¬1A ∈ T x

1
, then A ∈ T x

1
by ¬1-closure

of T x
1

, and then IH gives x �t A. Finally, (18) gives x �t ¬1A.

4. Now suppose for an x ∈ W , x �f ¬tA. Then, by (20), for all y, x 41 y, we
have Nt(y) /∈ P A

f , that is Nt(y) /∈ r1(P A
t ). Eliminating universal quantifier we infer

x 41 Nt(y) ⇒ Nt(Nt(y)) /∈ r1(P A
t ). Now using the properties 1, (4) and (6) of the

star-frames we get Nt(x) 61 y ⇒ y /∈ rt(P
A
t ), so ∀y(Nt(x) 61 y ⇒ y /∈ rt(P

A
t ))

which is Nt(x) ∈ lt(rt(P
A
t )) = P A

t . IH then gives A ∈ T
Nt(x)

1
. Lastly, ¬tA ∈ T ◦x

1
by

lemma 13.

For the converse let ¬tA ∈ T ◦x
1

. Then, by lemma 13, A ∈ T
◦Nt(x)

1
. IH implies

Nt(x) �f A, so applying lemma 10 we conclude that x �f ¬tA.

Before we formulate and prove completeness theorem it should be noted that the
consequence relation remains the same as in the definition 12.

Theorem 16 (Completeness). For all formulas A, B: if A � B then A ⊢ B.

Proof. Suppose A 0 B. Then, according to lemma 12 we can find a q-pair x such
that one of its components provides a separation. Suppose, first, that A ∈ T x

1
and

B /∈ T x
1

. So, by lemma 15, x �t A and x �−t B. Evidently then A 2 B and the
result follows by contraposition. For a different situation assume B ∈ T ◦x

t , A /∈ T ◦x
t .

Then x �0 B and x �−0 A. Again according to the definition of consequence relation
A 2 B.
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7 Concluding remarks

In this paper we have used the most straightforward approach to study the uncer-
tainty phenomenon in the context of generalized truth values, namely to incorporate
an intermediate value between truth and false in a basic set of values and render it as
an uncertainty of a specific kind. It seems that a logic assuming uncertainty could be
fruitfully studied from the probabilistic perspective. We would like to mention here
paper [8] (see also references therein) which, in particular, suggests a probabilistic
view on the systems of Dunn-Belnap’s truth values which obtains new structure and
reveals the definitions of probabilistic consequence relations.
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Relations between Assumption-Based
Approaches in Non-Monotonic Logic and

Formal Argumentation: From Structured
Argumentation to Adaptive Logics
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Abstract

This paper investigates the relation between two prominent frameworks for
the formal explication of defeasible reasoning: assumption-based argumenta-
tion and adaptive logics. Assumption-based argumentation is a formalism that
allows to make inferences from a strict rule base and a set of defeasible assump-
tions. Adaptive logics are a paradigmatic case of preferential reasoning, based
on the idea that for defeasible reasoning, it is often sufficient to consider only a
subset of the models of a premise set. In this paper, I study a translation from
assumption-based argumentation into adaptive logic in order to explicate the
exact relationship between these two approaches.

1 Introduction

This paper makes a contribution to the unification of formal models of defeasi-
ble reasoning. In particular, I will investigate the relation between two prominent
frameworks for the formal explication of defeasible reasoning: assumption-based ar-
gumentation (in short, ABA) and adaptive logics. The reason for considering these
two systems is that they are members of two different families of models for defea-
sible reasoning. Consequently, translations between these two systems will lead to
insights into the relations between the two families they belong to. Assumption-
based argumentation is an instance of what can be called the rule-based approach
to defeasible reasoning: in this approach a set of (domain specific) Horn-rules is the
main engine behind inferences. Other members of this family include default logic
[38], logic programming [13] and other forms of structured argumentation [8] such as
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ASPIC [1, 37, 31] and DeLP [24]. Assumption-based argumentation can be distin-
guished within this class of formal models by the fact that it interprets all the rules
as strict and furthermore assumes a set of defeasible assumptions that are accepted
until and unless a feasible counter-argument occurs. Adaptive logics (also studied
as formula-preferential systems [2]), on the other hand, can be seen as a paradig-
matic subclass of preferential reasoning as studied by Kraus, Lehman and Magidor
[32, 41]. Preferential reasoning can be studied in a model-theoretic or semantic way
and revolves around the idea that for defeasible reasoning, it is sufficient to look at
a subset of all the models of a premise set. Adaptive logics base the selection of this
subset on the satisfaction of a set of defeasible assumptions, also called normality
assumptions. Furthermore, adaptive logics come equiped with a dynamic proof the-
ory. So even though they are part of different families of representational formats,
they are both based on the idea of delineating a set of defeasible assumptions that
are assumed to be true as much as possible. Adaptive logics give formal substance
to the phrase “as much as possible” by comparing models of the premise set with
respect to the defeasible assumptions they satisfy, while ABA uses concepts from
formal argumentation to formally substantiate this idea. This paper can thus be
seen as an exploration in the similarities and differences between the way defeasible
assumptions are handled in these two formalisms.
Outline of the paper: In Section 2 I present assumption-based argumentation and
in Section 3 adaptive logics are introduced: first the standard format of adaptive
logics is explained and in Section 3.1 I expose sequential combinations of adaptive
logics. In Section 4, the main section of this paper, the translation of assumption-
based argumentation into adaptive logics is presented. First, I set out criteria for
such a translation to be adequate. Then, I motivate the translation by presenting
some limitations a previous translation in [30] suffered from. Thereafter I present
the translation and give adequacy results. Finally, related work is discussed and
directions for future work are set out.

2 Assumption-Based Argumentation

ABA, thoroughly described in [12], is a formal model that allows one to use a
set of plausible assumptions “to extend a given theory” [12, p.70] unless and until
there are good arguments for not using such assumptions. In more detail, sets of
defeasible assumptions can be in conflict with one another. To represent and resolve
such conflicts, a formal argumentation framework is constructed on the basis of
the strict rules and defeasible assumptions. In particular, argumentative attacks
represent conflicts between sets of assumptions. Argumentation semantics from
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formal argumentation theory are then used to select sets of assumptions that can be
upheld in an argumentative dialogue based on the argumentation framework under
consideration. The interested reader can find helpful tutorials on ABA in [48, 18].

Inferences are implemented in ABA by means of a deductive system [12] consist-
ing of a language and rules formulated over this language:

Definition 1 (Deductive System). A deductive system is a pair (L,R) such that:

• L is a countable set of sentences;

• R is a set of inference rules of the form A1, . . . , An → A and → A, where
A,A1 . . . , An ∈ L.

Definition 2 (R-deduction). Where m > 0, an R-deduction from Γ ⊆ L is a
sequence B1, . . . , Bm such that for all i = 1, . . . ,m: Bi ∈ Γ or there exists an
A1, . . . , An → Bi ∈ R such that A1, . . . , An ∈ {B1, . . . , Bi−1}. I will write Γ `R A
if there is an R-deduction from Γ whose last element is A.

I now introduce defeasible assumptions and a contrariness operator to express
argumentative attacks. Given a rule system, an assumption-based framework [12] is
defined as follows:

Definition 3 (Assumption-based framework). An assumption-based framework is
a tuple ABF = ((L,R),Γ,Λ, ) where:

• (L,R) is a deductive system;

• Γ ⊆ L is a set of strict premisses;

• ∅ 6= Λ ⊆ L is a finite set of candidate assumptions;1

• : Λ→ L \ Λ is a contrariness operator.2

I will restrict attention to so-called flat ABFs, i.e. assumption-based frameworks
that contain no rules A1, . . . , An → A such that A ∈ Λ (this restriction is also
made in e.g. [12, 48]). Furthermore, restricting the image of to L \ Λ means

1That Λ is finite will be crucial in order to be able to employ sequential combinations of adaptive
logics (which has semantics that are sound and complete for finite sets of abnormalities, see Section
3). The generalization of this translation to ABFs with infinite sets of assumptions is left for future
work.

2Note that does not denote the set theoretic complement. I will sometimes abuse notation
and assume that A ∈ L to avoid clutter. Furthermore, in this paper, I will assume that A ∈ L for
any A ∈ Λ. This assumption, made for simplicity, does not result in any loss of generality (since I
assume normal ABFs) and will allow to avoid clutter.
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that attention is restricted so called normal ABFs [16]. It was proven that any flat
non-normal ABF can be transformed into a flat normal ABF which is equivalent to
the original framework. Consequently, this assumption does not result in any loss
of generality.

In most structured accounts of argumentation, attacks are defined between ar-
guments which are deductions in a given deductive or defeasible system (e.g., in
ASPIC [37] or defeasible logic programming [24]) or sequents Γ `L A where L is
an underlying core logic ([44, 9]). In contrast, ABA operates at a higher level of
abstraction, since attacks are defined directly on the level of sets of assumptions
instead of on the level of R-deductions [12].3 ABA can thus be viewed as operating
on the level of equivalence classes consisting of arguments generated using the same
assumptions.

Definition 4 (Attacks). Given an ABF = ((L,R),Γ,Λ, ):

• a set of assumptions ∆ ⊆ Λ attacks an assumption A ∈ Λ iff Γ ∪∆ `R A.

• a set of assumptions ∆ ⊆ Λ attacks a set of assumptions ∆′ ⊆ Λ iff Γ∪∆ `R A
for some A ∈ ∆′.

On the basis of argumentative attacks, assumption labellings [40] stipulate which
assumptions are jointly acceptable. An assumption labelling assigns every assump-
tion a label determining the status of the assumption. In more formal details, an
assumption labelling L is a function that assigns to every assumption one of the la-
bels in, undec or out (standing for accepted, undecided and rejected respectively).
The more interesting assumption labellings are, of course, those that take into ac-
count rational criteria of acceptability, such as the requirement that a given set of
assumptions should not attack itself (conflict-freeness), or it should be able to defend
itself against attacks by other sets of assumptions (admissibility).

Definition 5 (Assumption Labellings). Given an ABF = ((L,R),Γ,Λ, ), an as-
sumption labelling is a function L : Λ→ {in, undec, out}.

Where X ∈ {in, undec, out}, I will write L(∆) = X iff L(A) = X for every A ∈ ∆
and let X(L) := {A ∈ Λ | L(A) = X}.

Definition 6 (Conflict-free Labellings). Given an ABF = ((L,R),Γ,Λ, ), an as-
sumption labelling L is conflict-free iff: for no ∆ ⊆ Λ that attacks A, L(∆) = in.4

3There are some formulations of ABA that define attacks on the level of individual arguments.
However, since attacks are only possible ‘on’ assumptions, these formulations are equivalent (cf.
also [48]).

4To the best of my knowledge, conflict-free (and naive assumption labellings, see Definition
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For a labelling to be admissible, an assumption can be labelled in only if it
can be defended from every attacker: for every attacking set ∆, there is at least
one member of ∆ that is labelled out. Furthermore, in an admissible labelling, an
assumption A can be labelled out only if there is a set of accepted assumptions
that attacks A. Finally, an admissible labelling should label every argument that
is attacked by a set of accepted assumptions out, which means that assumptions
can be labelled undec only if there is no attacking set that is labelled in. Notice
that an admissible labelling is conflict-free, but that conflict-free labellings are not
necessarily admissible.

Definition 7 (Admissible Labellings). Given an ABF = ((L,R),Γ,Λ, ), an as-
sumption labelling L is admissible iff:

• if L(A) = in then for each ∆ ⊆ Λ that attacks A, there is a B ∈ ∆ s.t.
L(B) = out.

• if L(A) = out then there is a ∆ ⊆ Λ that attacks A s.t. L(∆) = in.

• if L(A) = undec then for each ∆ ⊆ Λ that attacks A, there is a B ∈ ∆ s.t.
L(B) 6= in.

Complete labellings are admissible labellings that assign in to every member they
defend. Consequently, in contrast to admissible labellings, defended assumptions
are not allowed to be labelled undec, i.e. any assumption labelled undec has to be
attacked by a set that contains no member which is labelled out.

Definition 8 (Complete Labellings). Given an ABF = ((L,R),Γ,Λ, ), an assump-
tion labelling L is complete iff it is admissible and if L(A) = undec for some A ∈ Λ
then for some ∆ ⊆ Λ that attacks A, L(∆) 6= out.

Based on conflict-free and complete labellings, other labellings can be defined by
requiring maximality or minimality among either in(L) or undec(L).

Definition 9 (Naive, Grounded, Preferred, Semi-Stable Assumption Labellings).
Given an ABF = ((L,R),Γ,Λ, ), an assumption labelling L is:

• naive iff in(L) is maximal (with respect to set inclusion) among all conflict-free
labellings of ABF.

9) have not been presented before. In Appendix A I show soundness and completeness for these
labellings w.r.t. the more conventional extension-based semantics as orginally introduced by [12]
(see Appendix A for more details on these extension-based semantics).
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• preferred iff in(L) is maximal (with respect to set inclusion) among all com-
plete labellings of ABF.

• grounded iff in(L) is minimal (with respect to set inclusion) among all com-
plete labellings of ABF.

• semi-stable iff undec(L) is minimal (with respect to set inclusion) among all
complete labellings of ABF.

I will use A(ABF), C(ABF), N (ABF), P(ABF), G(ABF) and S(ABF) to denote the
set of all admissible, complete, naive, preferred, grounded respectively semi-stable
labellings of ABF.5 Where ABF is clear and unambiguous from the context I will
denote these sets simply by A, C, N , P, G and S.

The following characterizations of preferred and semi-stable labellings will allow
several simplifications in the translations provided below:

Theorem 1 ([40, Prop.7]). Given an assumption-based framework ABF, an assump-
tion labelling L is:

• preferred iff in(L) is maximal (with respect to set inclusion) among all admis-
sible labellings of ABF.

• semi-stable iff undec(L) is minimal (with respect to set inclusion) among all
admissible labellings of ABF.

The concepts defined above are illustrated by two examples.

Example 1. Let ABF = ((L,R),Γ,Λ, ) with:

• Λ = {p, q}

• L = Λ ∪ {q}

• R = {p→ q}

• Γ = ∅.

The following are all the labellings of ABF:

5Another popular labelling is the stable labelling. In Subsection 4.5 I explain why this assump-
tion labelling is not considered for the translation in this paper.
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i Li(p) Li(q) i Li(p) Li(q)
1 undec undec 6 out in
2 undec out 7 in undec
3 out undec 8 in out
4 out out 9 in in
5 undec in

Every labelling except L9 is conflict-free. L5,L6,L7 and L8 are naive. Only L8
is admissible, complete, preferred, semi-stable and grounded.

Example 2. Let ABF = ((L,R),Γ,Λ, ) with:

• Λ = {p, q, r, s, t}

• L = Λ ∪ {A | A ∈ Λ} ∪ {u}

• R =
{
p→ q; q → p; q → r; r → r;
s→ t; p→ u; q → u

}

• Γ = ∅.

The graph in Figure 1 conveys the attacks between assumptions.
The following are all the admissible labellings of ABF:

i Li(p) Li(q) Li(r) Li(s) Li(t)
1 undec undec undec undec undec
2 undec undec undec in out
3 out in out undec undec
4 out in out in out
5 in out undec undec undec
6 in out undec in out

Among these labellings, L2, L4 and L6 are complete. L4 and L6 are preferred
and L4 is semi-stable whereas L2 is grounded.

Based on the various kinds of assumption-based labellings defined above, several
consequence relations for ABA can be defined:

Definition 10 (ABA-Consequence Relations). Given an ABF = ((L,R),Γ,Λ, )
and Sem ∈ {N ,P,G,S}:
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p q r s t

Figure 1: Attack diagram for Example 2. An arrow from A to B means A attacks
B. The attack diagram is restricted to singletons and set brackets are omitted to
avoid clutter.

• ABF |∼ ∪SemA iff in(L) `R A for some L ∈ Sem(ABF);6

• ABF |∼ ∩SemA iff in(L) `R A for every L ∈ Sem(ABF);

• ABF |∼ eSemA iff ∩L.∈Sem(ABF)in(L) `R A.

Example 3. [Example 2 continued] In Example 2, there are two preferred labellings,
L4 and L6. Since L6(p) = in and L4(q) = in, ABF |∼ ∪Pp and ABF |∼ ∪Pq whereas
ABF 6|∼ ∩Pp or ABF 6|∼ ∩Pq (since L6(q) = out and L4(p) = out). Furthermore, observe
that ABF |∼ ∩Pu whereas ABF 6|∼ ePu.

3 Preferential Semantics
Adaptive logics [6, 5, 42] are a general framework for the formal explication of defea-
sible reasoning. They have been applied to a multitude of defeasible reasoning forms,
such as non-monotonic forms of reasoning with inconsistent information, causal dis-
covery, inductive generalisations, abductive hypothesis generation and normative
reasoning (see [42, p.86]).

The semantics of ALs is based on the idea that to draw defeasible inferences from
a premise set Γ, only a subset of the models of Γ, namely the most normal models
of Γ, should be considered. In ALs, normality is defined with respect to a set of
formulas called abnormalities: a model M is more normal than another model M ′ if
the abnormalitiesM satisfies are a subset of the abnormalities satisfied byM ′. More
specifically, fix a compact Tarksi logic7 L (the core or lower limit logic) in a formal

6Since for flat ABFs, there exists a unique grounded labelling (see [40, Theorem 5] and [18,
Theorem 2.20]), all of the three consequence relations defined above coincide for Sem = G, i.e.
ABF |∼ ∪GA = ABF |∼ ∩GA = ABF |∼ e

GA.
7Recall: a derivability relation `L characterizes a Tarski logic L iff `L is reflexive, transitive

and monotonic. Furthermore, I say that L is compact if Γ `L A implies that Γ′ `L A for some
finite Γ′ ⊆ Γ.
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language L and with the derivability relation `L and fix a set of abnormalities8

Ω ⊆ L. I will assume that the core logic L comes with an adequate model-theoretic
semantics and an associated semantic consequence relation L.9 I write M(Γ)
for the set of all models of a premise set Γ. Furthermore, where M ∈ M(Γ),
Ω(M) = {A ∈ Ω | M |= A}. A model M ∈ M(Γ) is minimally abnormal (w.r.t. Ω)
iff there is no M ′ ∈ M(Γ) for which Ω(M ′) ⊂ Ω(M). I will denote the set of all
models of Γ that are minimally abnormal (w.r.t. Ω) by minΩ(Γ). Based on this set
of minimally abnormal models, several consequence relations can be defined (I refer
to [42] for more detailed explanations).10 The consequence relation Ω,L

∩ is perhaps
the most straightfoward consequence relation to explain. The basic idea is to say
that a formula A is a consequence iff A is validated in every minimally abnormal
model. A second consequence relation Ω,L

e is a bit more cautious: instead of just
looking at the minimally abnormal models, it looks at all the so-called reliable models
(which are in fact a superset of the minimally abnormal models). In more detail, an
abnormality is unreliable if it is validated by at least one minimally abnormal model.
Accordingly, reliable models are those models that validate no reliable abnormality,
which means that a model is reliable iff it verifies only those abnormalities that are
verified by some minimally abnormal model. More formally, a model M is reliable
if Ω(M) ⊆

⋃
M ′∈minΩ(Γ) Ω(M ′). The third consequence relation, Ω,L

∪ , is a so-called
credulous consequence relation: instead of requiring that A is derivable from every
minimally abnormal model, it suffices that A is derivable from every model in a set
of minimally abnormal models that validate the same abnormalities. In other words,
this consequence relation looks at equivalence classes of minimally abnormal models
that validate the same set of abnormalities.

Definition 11 (AL-Consequence Relations). Where L is a compact Tarski logic and
Γ ∪ Ω ∪ {A} ⊆ L:

• Γ Ω,L
∩ A iff M |= A for every M ∈ minΩ(Γ).

• Γ Ω,L
e A iff M |= A for every M ∈ M(Γ) such that every member of Ω(M)

is verified in some minimally abnormal model M ′ ∈M(Γ).
8It is usual to assume that abnormalities are characterized by some logical form [6, 42, 5], but

it is shown in [2] that this assumption can be given up by showing stopperedness (also know as
strong reassurance) for adaptive logics where abnormalities are made up of any set of formulas. In
[51] one finds a similar generalization.

9As usual I will write M |= A iff vM (A) = 1 where vM is a valuation function associated with
the model M .

10In the orthodox nomenclature of adaptive logics, the variations in consequence relations are
said to be determined by strategies, a term which stems from the dynamic proof theory of adaptive
logics. Ω,L

∩ is called the minimally abnormality strategy, Ω,L
e the reliability strategy and Ω,L

∪ the
normal selections strategy [6, 42, 5].
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• Γ Ω,L
∪ A iff there is a M ∈ minΩ(Γ) such that for all M ′ ∈ M(Γ) for which

Ω(M) = Ω(M ′), M ′ |= A.

Adaptive logical consequences are defined in the usual way (for † ∈ {∩,e,∪}):
CnΩ,L
† (Γ) = {A | Γ Ω,L

† A}. I will also say that A is a consequence of the premise
set Γ under the adaptive logic LΩ

† if A ∈ CnΩ,L
† (Γ). It is clear that the semantics for

ALs is a proper but rich subclass of the well known preferential semantics as defined
in [32, 41].

Example 4. I now give an example of a very simple adaptive logic. Suppose that
Ω = {¬p,¬q,¬s}, Γ = {p ⊃ ¬q}, L is the closure of {p, q, s} under the connec-
tives ¬,∨,∧ and the core logic is classical propositional logic. The following table
characterizes the relevant parts of the CL-models of Γ:

i vMi(p) vMi(q) vMi(s) Ω(Mi)
1 0 0 0 ¬p,¬q,¬s
2 0 0 1 ¬p,¬q
3 0 1 0 ¬p,¬s
4 0 1 1 ¬p
5 1 0 0 ¬q,¬s
6 1 0 1 ¬q

The set of minimally abnormal models of Γ is minΩ(Γ) = {M4,M6}. Conse-
quently, Γ Ω,CL

∩ p ∨ q. Since M4 |= ¬p and M6 |= ¬q, all abnormalities verified by
M2 are verified by some minimally abnormal model. SinceM2 6|= p∨q, Γ 6Ω,CL

e p∨q.
Note that for example, Γ Ω,CL

∩ p∨q. Finally, observe that Γ Ω,CL
∪ p and Γ Ω,CL

∪ q
(but Γ 6Ω,CL

∪ p ∧ q).

3.1 Sequential Combinations of Adaptive Logics

For the translations presented in this paper, it will be necessary to combine various
adaptive logics (for example to capture consequence relations based on preferred
assumption labellings, it will prove necessary to first select all the models that
correspond to an admissible labelling and then select those models that validate as
many assumptions as possible). This will be done by combining adaptive logics in a
sequential way.11 A sequential combination of some adaptive logics L1Ω1

†1 , . . . ,L
nΩn
†n

applied to a premise set Γ amounts to first applying L1Ω1
†1 to Γ, then applying L2Ω2

†2

11In [52] one finds a comparative study of sequential combinations and various other ways to
combine adaptive logics.
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to the L1Ω1
†1 -consequence set of Γ, . . . and finally applying LnΩn

†n to the Ln−1Ωn−1
†n−1

-
consequence set of . . . of the AL1-consequences of Γ.

Definition 12. Where L1, . . . ,Ln are compact Tarski logics in the respective lan-
guages L1, . . . ,Ln, Γ ∪ Ω1 ⊆ L1, Ωi ⊆ Li for every 1 < i 6 n and †i ∈ {∪,d,∩} for
every 1 6 i 6 n, The consequences of a sequential application of L1Ω1

†1 , . . . ,L
nΩn
†n to

a premise set Γ are:
CnΩn,Ln

†n (. . . CnΩ1,L1
†1 (Γ) . . .) (1)

In what follows I will only consider sequential combinations of adaptive logics
where every but possibly the outermost (i.e. the nth) adaptive logic uses the mini-
mally abnormality-strategy (i.e. for every i < n, †i = ∪). Furthermore all adaptive
logics in sequential combinations will make use of the same lower limit logic, i.e.
L1 = . . . = Ln. L will be used to denote this lower limit logic. In the following
discussion, I will implicitly make use of these assumptions.12

The semantics of such sequential combinations of adaptive logics work rather
straightforwardly: one starts by selecting models in M(Γ) that are minimally ab-
normal according to Ω1, i.e. one takes minΩ1(Γ). As a second step, one takes all
models in minΩ1(Γ) that are minimally abnormal with respect to Ω2 (denoted by
minΩ2(minΩ1(Γ)), . . . and finally one takes the models that are minimally abnormal
with respect to Ωn in minΩn−1(. . . (minΩ1(Γ)) . . .).

More formally, first the definition of minimally abnormal models is generalized
as to range over any set of models:

Definition 13 (Minimally Abnormal Models). Where M is a set of models and
Ω ⊆ L: minΩ(M) is the set of all models M ∈ M s.t. for no M ′ ∈ M, Ω(M ′) ⊃
Ω(M).

The semantics for sequential combinations of adaptive logics described above
(and formally stated in Theorem 2) are sound and complete with respect to the
syntactic description of Definition 12:

Theorem 2 ([42]). Where Ω1 ∪ . . . ∪ Ωn ∪ Γ ⊆ L are finite:

• A ∈ CnΩn,L
∩ (. . . (CnΩ1,L

∩ (Γ)) . . .) iff M |= A for every
M ∈ minΩn(. . .minΩ1(Γ) . . .)

• A ∈ CnΩn,L
e (. . . (CnΩ1,L

∩ (Γ)) . . .) iff M |= A for every
M ∈ minΩn−1(. . .minΩ1(Γ) . . .) s.t. every member of Ωn(M) is verified by some
M ′ ∈ minΩn(. . .minΩ1(Γ) . . .).

12These restrictions are common in the literature and are motivated in [42, 50].
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• A ∈ CnΩn,L
e (. . . (CnΩ1,L

∩ (Γ)) . . .) iff there is a M ∈ minΩn(. . .minΩ1(Γ) . . .) s.t.
M ′ |= A for every M ′ ∈ minΩn(. . .minΩ1(Γ) . . .) s.t. Ωn(M) = Ωn(M ′).

4 Translating Assumption-Based Argumentation in
Adaptive Logic

This section provides the main technical contribution of the paper. Here, the trans-
lation of assumption-based argumentation into adaptive logics is presented. First, I
set out criteria for such a translation to be adequate. Then, I motivate the transla-
tion by presenting some limitations of a previous translation [30]. Finally I present
the translation and give adequacy results.

4.1 Motivation and Goal.

The goal of this paper is to provide a translation τ such that for any ABF (and some
† ∈ {∪,∩,e}), there is a sequential combination of adaptive logics LABF

Ω1
†1 . . . ,LABF

Ωn
†n

that gives the same consequences for τ(ABF) as ABF:

ABF |∼ †SemA iff A ∈ CnΩn,Ln

†n

(
. . . CnΩ1,L1

†1 (τ(ABF)) . . .
)

Since both adaptive logics and assumption-based argumentation support so-
called cautious (e.g. the ∩-and e-based consequence relations) and credulous (the
∪-based consequence relations) reasoning strategies, the parameters of the adaptive
logic consequence relations that are open for manipulation in terms of the ABF under
consideration are:

• the lower limit logic L

• the set of abnormalities Ω.

L will only depend on the ABF in the sense that the language of ABF will determine
the language LABF of the lower limit logic L. Ω will be determined solely by Λ and
Sem.

The translation of this paper will be required to be faithful on an extensional
level, meaning that for every labelling L one can find a corresponding minimally
abnormal model M of the translated ABF and vice versa. This constraint has been
adapted from the context of translations between default logic and autoepistemic
logic [25]. In more detail, I say that a sequential selection minΩn (. . . (minΩ1(.)) . . .)
(where n > 0) is extensionally faithful for τ(ABF) and a set of labellings B iff:
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1. for every M ∈ minΩn (. . . (minΩ1(.)) . . .) there is a labelling L ∈ B such that
for every A ∈ Ab:

• M |= A iff L(A) = in, and
• M |= A iff L(A) = out.

2. for every labelling L ∈ B there is an M ∈ minΩn (. . . (minΩ1(.)) . . .) such that
for all A ∈ Ab:

• M |= A iff L(A) = in, and
• M |= A iff L(A) = out.

4.2 The Translation from [30] and its limitations

In [30] a translation from ABA into adaptive logics was presented guided by two
ideas: (1) a three-valued logic is used to give an appropriate semantical interpre-
tation of the rules in the rule base R and the contrariness operator and (2) the
abnormalities {¬A | A ∈ Λ} assure that as many assumptions will be made true as
possible in view of Γ and R.

In more detail, the translation makes use of some connectives from Kleene’s
well-known 3-valued logic K3 (see Table 1) and superimposes them on a logic that
is characterised by the rules in R. In more detail, the 3-valued logic L3

ABF is defined
semantically in the following way: the operators ∼ and ∨ (which are supposed not to
occur in the alphabet of L) are superimposed on the language L resulting in the set
of well-formed formulas L3

ABF. The operators are characterised by the truth tables
in Table 1.13

A A

1 0
0 1
u u

A ∼A
1 0
0 1
u 1

∨ 1 0 u

1 1 1 1
0 1 0 u
u 1 u u

Table 1: Truth Tables for A, ¬ and ∨ in L3
ABF.

Definition 14 (Valuations in L3
ABF). Where v : L → {0, 1, u} is a assignment which

respects the truth-table for (i.e., v(A) = 1 iff v(A) = 0, v(A) = 0 iff v(A) = 1,

13In the terminology of [49], the negation ∼ corresponds to Bochvar’s ’external negation’ whereas
corresponds to Kleene’s negation in his K3. The disjunction ∨ is Kleene’s strong disjunction.
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and v(A) = u iff v(A) = u). The valuation function vM : L3
ABF → {0, u, 1} is defined

inductively as follows:

1. where A ∈ L, vM (A) = v(A);

2. vM (∼A) = 0 iff vM (A) = 1, and vM (∼A) = 1 else;

3. vM (A ∨B) = max(vM (A), vM (B)) where 0 < u < 1.

As usual, M |= A iff vM (A) = 1 (so 1 is the only designated value). I write L3
ABF

for the resulting consequence relation.

L3
ABF is used as a lower limit logic for an adaptive logic with the set of abnormal-

ties:
Ω∼Λ = {∼A | A ∈ Λ}

The rules of R are translated as follows: A1, . . . , An → B is translated to ∼A1 ∨
. . . ∨ ∼An ∨ B. Where R is a set of rules, I write τ3(R) for the set of translated
rules. It is important to note that the connectives ∨ and ∼ are not assumed to be
part of L but are superimposed on L.

Remark 1. It is important to note that [30] does not assume that L contains a
disjunction ∨ or a Kleene-negation ∼: these connectives are superimposed on the
language L resulting in the language L3

ABF. What this means is that the members
of L are regarded as atoms in the construction of L3

ABF: when A,B ∈ L, A ∨ B ∈
L3

ABF and ∼ A ∈ L3
ABF. This means that, when for example L already contains a

disjunction, it is important to ensure that the two disjunctions are distinguishable.
Furthermore, the connectives of L should not function as connectives in L3

ABF. For
example, where ∨̇ is a disjunction used in L, and A,B,C ∈ L, (A ∨̇B) ∨ C ∈ L3

ABF
yet (A ∨B) ∨̇C 6∈ L3

ABF.14

The main representational result for this translation is the following:15

Theorem 3 ([30]). Where Γ ∪ {A} ⊆ L, and sem = N ,

1. ABF `∪sem A iff Γ ∪ τ3(R) Ω∼Λ ,L3
ABF

∪ A

2. ABF `∩sem A iff Γ ∪ τ3(R) Ω∼Λ ,L3
ABF

∩ A

14For more on the importance and subtleties of superimposing connectives in adaptive logics see
[42, p.50–53].

15[30] also shows extensional adequacy but I restrict myself to recalling the faithfulness results
on the level of the consequence relations.
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3. ABF `esem A iff Γ ∪ τ3(R) Ω∼Λ ,L3
ABF

e A

Proof. Follows immediately from Theorem 8 in [30] and Theorem 14 (Appendix
A).16

As noted in [30], the result can be strengthened if the rule system based on R
satisfies the following requirement (adapted to labelling-based semantics): where
ABF = ((L,R),Γ,Λ, ) and Γ ∪ {A} ⊆ L,

EX Where L is a naive labelling in ABF and L(A) 6= in, Γ ∪ in(L) ` A.

This criterion ensures that every naive set is stable. It is interesting to note that
contraposition (in short, CPOS) ensures (EX). An ABF = ((L,R),Γ,Λ, ) satisfies
CPOS if for every ∆ ∪ {A} ⊆ Λ:

CPOS Γ∪∆ `R A (where ∆ is minimal) implies Γ∪ (∆∪{A}) \ {B} `R B for every
B ∈ ∆.

It is not hard to show that (CPOS) implies (EX) (proven in Appendix B).17

Lemma 1. If ABF satisfies (CPOS) then ABF satisfies (EX).

The faithfulness result for ABFs which satisfy (EX) is the following:

Theorem 4 ([30]). Where Γ∪{A} ⊆ L: if ABF satisfies (EX), items 1–3 in Theorem
3 hold for sem ∈ {N ,P,S}.

However, this translation is not adequate for admissibility-based semantics, as
witnessed by the following example.18

Example 5. I use the ABF from Example 1 to show that in general the translation
from [30] is not extensionally faithful for admissibility-based semantics. In partic-
ular, I show that there exist some models that are minimally abnormal but do not
correspond to any preferred, grounded or stable labelling.

The following table characterizes all L3
ABF-models of τ3(R) ∪ Γ = {∼ p ∨ q}:

16Indeed, Theorem 3 is exactly the same as Theorem 8 in [30] but phrased for labelling-based
consequence operations instead of extension-based semantics). This should also take away any
suspicion of circularity, since the proof of Theorem 14 does not depend on any results from [30].

17This observation was not made in [30].
18It should be noted that when an ABF satisfies (EX) preferred, stable and naive labellings

coincide and stable labellings are guaranteed to exist (see [27, Corollary 1] and [29, Theorem 6]).
Consequently for such ABFs, the translation from [30] is adequate.
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i vMi(p) vMi(q) i vMi(p) vMi(q)
1 0 0 5 u u
2 0 u 6 u 1
3 0 1 7 1 0
4 u 0

Observe that minΩ∼Λ (τ(R)∪Γ)) = {M3,M6,M7} is the set of minimally abnormal
models of τ(R)∪Γ. This means that there are some models (namely M3 and M6) for
which M |= q, even though for the only preferred labelling, which is also grounded
and semi-stable, L9(q) = out. Thus, this translation is not faithful for preferred,
grounded and stable labellings. Exactly what is going on here? {q} is conflict-free
but not admissible since there is one attacker, {p} that {q} cannot defend itself from.
This is, however, information that cannot be expressed “within”M3 andM6. All that
is expressible within these models, is that once q is accepted, p cannot be accepted
(since then q would have to be accepted as well in view of the rule p→ q). What is
needed, however, in order to notice within M3 (or M6) that it is not admissible is
some kind of hypothetical reasoning: p allows to derive q. Consequently if q is to be
acceptable, a counterargument against p is needed.

A Logic for Reasoning about Acceptability: To obtain this additional expressibil-
ity, the language is supplemented with a modal operator �. Informally, �A will mean
that A is unattacked. Recall that A is unattacked in ABA (with respect to a set of
assumptions ∆) iff A is not derivable from ∆. Accordingly, �A will be true iff A is
false. In the modal logic, this comes down to defining A as ¬ �A.19

In more detail, given an ABF = ((L,R),Γ,Λ, ), LABF is obtained by superim-
posing �,∧,∨,¬,⊃, over L (see Note 1). Using this language, I define the modal
logic LABF as follows:

Definition 15 (LABF-model). Given an ABF = ((L,R),Γ,Λ, ), and an assignment
v : L → {0, 1}, a LABF-model is a structure

(vM ,W,R, a)

where:

• W = {a,w,w′} is a set of possible worlds where a is the actual world;

• R = {(a,w), (w,w′)} is an accessibility relation;

• vM : LABF×{a,w,w′} → {0, 1} is a valuation function respecting the following
conditions (where x ∈ {a,w,w′}):

19Notice the similarity with intuitionistic negation [23].
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– vM (¬A, x) = 1 iff vM (A, x) = 0;
– vM (A ∧B, x) = 1 iff vM (A, x) = 1 and vM (B, x) = 1;
– vM (�A, x) = 1 iff there is a x′ ∈W s.t. xRx′ and vM (A, x′) = 1.

As usual, I will say that if M is an LABF-model and x ∈ {a,w,w′}: M,x |= A iff
vM (x,A) = 1. Furthermore M ∈ MLABF(τ(ABF)) iff M,a |= A for every A ∈ Γ, in
which case I’ll also writeM |=A. Finally Γ LABF A iffM |=A for everyM ∈MLABF(Γ).
⊃ and ∨ are defined as usual: A∨B := ¬(¬A∧¬B) and A ⊃ B := ¬(A∧¬B). The
connective for representing contrariness in LABF is defined as follows: A := �¬A.

I thus consider a modal logic20 based on a rather simple modal framework consist-
ing of three worlds and an accessibility relation consisting of just two pairs of worlds.
It has several properties which are worth noticing. First, notice that Γ LABF �A iff
Γ LABF ¬ � ¬A for any Γ∪{A} ⊆ LABF. Furthermore, in modal logic it is common to
define a necessity operator as follows (relative to a modal structure (vM , ,W,R, a)
and given some x ∈ W ): vM (�A, x) = 1 iff for every is a x′ ∈ W s.t. xRx′ and
vM (A, x′) = 1. It is easy to see that in that case, for any Γ ∪ {A} ⊆ LABF where A
contains no modal operators:

Γ LABF �A iff Γ LABF �A, and
Γ LABF � �A iff Γ LABF ��A

However, this correspondence breaks down once one looks at formulas with three
or more possibility respectively necessity operators (i.e. it can be the case that
Γ 6LABF � � �A even though Γ LABF ���A). The reason for this is that for any
LABF-model M and any A ∈ LABF , M,w′ 6|= �A yet M,w′ |= �A.

The idea behind the semantics is that every model corresponds to a single la-
belling. In more detail, given a labelling L, the actual world a is meant to contain all
of the propositions that are contained in or follow from in(L). The possible world w,
accessible from a, contains all the propositions that are contained in or follow from
the unattacked assumptions Λ \ out(L). To see this, note that if A ∈ Λ \ out(L),
Γ∪ in(L) 6`R A and thus in the translated model it should hold that M,a 6|= A. By
definition, this means that M,a 6|= �¬A, i.e. M,w |= A. The possible world w′ has
the same function with respect to w as w has with respect to a: if Λ\out(L) 6` A for
some A ∈ Λ then A will be contained in w′. This way, it is possible that M,w |= A,
which would not be possible in a modal frame containing only a and w. Thus, the
function of w′ is in a sense merely technical: it avoids that �¬A is a theorem, which
would mean that for no model, �A is the case and thus one can never derive A

20It is perhaps interesting to note that LABF is not a normal modal logic. This is seen by observing
that e.g. ∅ `LABF � � > yet ∅ 6`LABF � � �>.
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Informal concept Meaning in ABA Translation in LABF
Accepted Assumption L(A) = in M |= A
Rejected Assumption L(A) = out M |= A
Undecided Assumption L(A) = undec M |= ¬A ∧ ¬A
Unattacked Assumption L(A) 6= out M |= �A
Existence of an
Unattacked Attacker of A Λ \ out(L) `R A M |= �A

Table 2: Overview of the most important concepts of assumption-based argumenta-
tion and their translation in LABF.

from an unattacked set, meaning that every model would be automatically made
admissible by the semantics. In Table 2, the reader finds an overview of the most
important concepts from assumption-based argumentation and their translation in
LABF.

With the modal logic LABF in place, the rules R and strict premises Γ can now be
translated. This can be done in a very straightforward way: rules A1, . . . , An → A ∈
R are translated as material implications A1∧ . . .∧An ⊃ A. Since these rules should
be applicable both in the actual world a and the possible world w, it is necessary to
also include �(A1 ∧ . . . ∧An ⊃ A). The strict premises Γ can be taken over without
any translation. Finally, care has to be taken that in the actual world A acts as
a consistent negation in the sense that M,a 6|= A ∧ A (since for no conflict-free or
admissible labelling can it be the case that L(A) = in and Γ∪ in(L) `R A). This is
done by requiring that every model satisfies ¬(A∧A) for every A ∈ Λ. Note that A
is not a complete negation: it can be the case that M,a |= ¬A ∧ ¬A. Furthermore,
it should be noted that is both paraconsistent and paracomplete in w and w′.
This corresponds to the fact that it can be the case that there is a labelling L for
which Γ ∪ (Λ \ out(L)) `R A and L(A) 6= out. A case in point is L1 in Example 1,
where L1(q) = undec yet Λ \ out(L) `R q (since p ∈ Λ \ out(L) = Λ and {p} `R q).
However, is the only non-classical connective in the logic: ¬ behaves completely
classical. Its role, just like the other classical connectives is to be able to reason
about what is or is not derivable from a given set of assumptions (see Table 2 for
some examples).

Definition 16 (Translation τ(ABF)). Given ABF = ((L,R),Γ,Λ, ):

• τ(R) = {
∧n

i=1Ai ⊃ A | A1, . . . , An → A ∈ R} ∪
{�(
∧n

i=1Ai ⊃ A) | A1, . . . , An → A ∈ R};
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• ⊥(ABF) = {¬(A ∧A) | A ∈ Λ};

• τ(ABF) = τ(R) ∪ Γ ∪ ⊥(ABF).

We now illustrate this definition by translating the ABF from Example 1.

Example 6 (Example 1 continued). For the ABF of Example 1, we have that:

• τ(R) = {p ⊃ q};

• ⊥(ABF) = {¬(p ∧ p),¬(q ∧ q)}.

Consequently, since Γ = ∅, the translation of ABF is: τ(ABF) = τ(R) ∪ ⊥(ABF).

Defining the Abnormalities for Admissible Labellings: The extended language
allows for a straightforward definition of abnormalities according to which the selec-
tion of models that correspond to admissible labellings becomes possible. Recall that
an admissible labelling assigns in only to assumptions that are defended: for every
attacking set of assumptions ∆ there is at least one member of ∆ that is labelled
out. Phrased negatively, this means that there is no attacking set of assumptions ∆
which is acceptable. Consequently, in the modal logic LABF, for a model M to cor-
respond to an admissible labelling, for no A ∈ Λ should it be the case that M |= A
and M |= �A (see also Table 2). In other words, M |= A ∧ �A should be avoided. I
accordingly define:

ΩAΛ = {A ∧ �A | A ∈ Λ}.

Defining the Abnormalities for Complete Labellings: For an assumption labelling
to be admissible, it has to defend every assumption that it labels as in. Complete
labellings are admissible extensions that additionally label every argument that they
defend in. Consequently, in addition to including only defended assumptions (thus
avoiding A ∧ �A), whenever it is the case that M |= ¬ � A (i.e. an assumption is
defended), an assumption should be accepted (i.e. M |= A). Consequently, models
for which M |= ¬ � A ⊃ A holds as much as possible should be selected and thus
¬ �A ∧ ¬A should be avoided. The set of abnormalities for complete semantics ΩCΛ
is accordingly defined as follows:

ΩCΛ = {¬A ∧ ¬ �A | A ∈ Λ} ∪ ΩAΛ .

Defining the Abnormalities for Preferred, Grounded and Semi-Stable Labellings:
Once there is a way to select the models that correspond to admissible respectively
complete labellings, it becomes rather straightforward to select from one of these
sets the models that correspond to preferred, semi-stable or grounded labelling.
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Semantics Condition Abnormalities
Admissible Def. 7 ΩAΛ = {A ∧ �A | A ∈ Λ}
Complete Def. 8 ΩCΛ = {¬A ∧ ¬ �A | A ∈ Λ} ∪ ΩAΛ
Preferred Maximize in(L) ΩPΛ = {¬A | A ∈ Λ}
Grounded Minimize in(L) ΩGΛ = Λ
Semi-Stable Minimize out(L) ΩSΛ = {¬A ∧ ¬A | A ∈ Λ}

Table 3: Abnormalities for different assumption labellings.

For the preferred labellings, for example it suffices to select from the models that
correspond to admissible labellings (in view of Theorem 1) those models that validate
a maximal (w.r.t. set inclusion) set of assumptions. Phrased negatively, the models
that correspond to preferred extensions will be the ones that validate ¬A for some
A ∈ Λ as little as possible. The following set of abnormalities can consequently be
defined for preferred labellings:

ΩPΛ = {¬A | A ∈ Λ}.

For semi-stable labellings, i.e. admissible labellings (again in view of Theorem 1)
that are undec(L)-minimal, the models selected are those that minimize ¬A ∧ ¬A:

ΩSΛ = {¬A ∧ ¬A | A ∈ Λ}.

In a similar way, since the grounded labelling is the one that minimizes in(L) among
all complete labellings, the models that correspond to the grounded labelling can be
selected by selecting models that minimize the number of assumptions validated:

ΩGΛ = Λ.

The abnormalities defined until here are summarized in Table 3.

4.3 A Technical Problem and its Solution

At this point one could wonder if e.g. models in minΩPΛ
(minΩAΛ

(τ(ABF))) are ex-
tensionally faithful for the desired correspondence to the set of preferred labellings.
Unfortunately, an additonal, rather technical problem needs to be taken care of.

Example 7. Let ABF be defined as in Example 1. Then τ(R) = {p ⊃ q; �(p ⊃ q)}.
The following table lists all the LABF models of τ(ABF) (where an omission of M,x |=
A means that M,x 6|= A for any A ∈ L and any x ∈ {a,w}):
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i Mi, a |= Mi, w |= i Mi, a |= Mi, w |=
1 ∅ p, q, q 7 q, p q
2 ∅ p, q, p, q 8 q, p q, p
3 p, q p, q 9 q, p q, q
4 p, q p, q, p 10 q, p q, p, q
5 q q, p, q 11 q, p q, p, q, p
6 q q, p, p, q

Note that vM7(p, a) = vM7(q, a) = 0 and vM7(q, a) = vM7(p, a) = 1. This means
thatM7 validates no single abnormality in ΩAΛ and accordinglyM7 ∈ minΩAΛ

(τ(ABF)).
However, M7 does not correspond to any admissible labelling: indeed, there is no
admissible labelling that labels q in. The problem is that M7, a |= p even though
Γ ∪ {q} 6`R p which means that, q is defended from {p} in M7 (even though there is
no admissible labelling that labels q in). This problem occurs because the model M7
is not a minimal model of R in a sense familiar from logic programming: it validates
some consequences that cannot be derived from Γ ∪ {A ∈ Λ |M,a |= A} using R.

To filter out problematic models like M7, two extra selections have to be carried
out to ensure that only models M are taken into account for which it holds that:
M,x |= A only if Γ ∪ {B ∈ Λ | M,x |= B} `R A (for x ∈ {a,w} and A ∈ L). In
particular, {A | A ∈ Λ} has to be minimized locally or within the set of models that
validate exactly the same assumptions. In order to do this, I formulate the following
set of abnormalities:21

Ω1
Λ = Λ ∪ {¬A | A ∈ Λ} ∪ {A | A ∈ Λ}

To see how exactly the above set of abnormalities minimizes {A | A ∈ Λ} within
sets of models that validate exactly the same assumptions, it suffices to observe
that as soon as two models differ on the valuation of an assumption A ∈ Λ, their
respective sets of abnormalities will be incomparable. Indeed, consider two models
M and M ′ such that M |= A whereas M ′ |= ¬A. It is easy to see that in that case
Ω1

Λ(M) 6⊆ Ω1
Λ(M ′), since A ∈ Ω1

Λ(M) \ Ω1
Λ(M ′). Similarly, ¬A ∈ Ω1

Λ(M ′) \ Ω1
Λ(M)

ensures that Ω1
Λ(M ′) 6⊆ Ω1

Λ(M). However, selecting the models that validate only
R-consequences of {A ∈ Λ | M,a |= A} does not suffice: it is also necessary to
make a similar selection with respect to the the w-world modelling the unattacked
assumptions and their consequences. The set Ω1

Λ can, however, be straightforwardly
adapted to a second set Ω2

Λ for this purpose:

Ω2
Λ = {�A | A ∈ Λ} ∪ {�¬A | A ∈ Λ} ∪ {�A | A ∈ Λ}

21I thank Christian Straßer for suggesting this idea.
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M(τ(ABF))

minΩ1
Λ
(τ(ABF))

minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))

Figure 2: Schematic representation of the semantics of the sequential adaptive logic
LABF

Ω2
Λ
∩ (LABF

Ω1
Λ
∩ (τ(ABF))).

Example 8 (Example 7 continued). To see that the above solution solves the problem
described in Example 7, it suffices to note that there is a model, M5, inM(τ(ABF))
with Ω1

Λ(M5) = {q,¬p}. Since Ω1
Λ(M7) = {q,¬p, p}, it is clear that M7 6∈ minΩ1

Λ
(τ(ABF)).

That the solution above solves the problem in Example 7 is no coincidence: for
any ABF, the sequential adaptive logic LABF

∩
Ω2

Λ
(LABF

∩
Ω1

Λ
(τ(ABF))) returns as a conse-

quence set of τ(ABF) exactly those members of the original language L that are a
consequence of in(L) for every labelling L:

Cn
Ω2

Λ,LABF
∩

(
Cn

Ω1
Λ,LABF
∩ (τ(ABF)

)
∩ L = {A |

⋂
L is a labelling

{A | in(L) ` A}

This follows from the following more general result (proven in Appendix C):

Theorem 5. Given an ABF, L is a labelling of ABF iff there is a
M ∈ minΩ2

Λ

(
minΩ1

Λ
(τ(ABF))

)
where:

• vM (A, a) = 1 iff in(L) `R A

• vM (A,w) = 1 iff Λ \ out(L) `R A

Remark 2. The reader might wonder if a simpler adaptive logic might not be ob-
tained by replacing the sequential adaptive logic LABF

Ω2
Λ
∩ (LABF

Ω1
Λ
∩ (.)) by the adaptive

logic LABF
Ω2

Λ∪Ω1
Λ

∩ (.). The latter would not solve the problem described in Example
7. To see this, consider the models M5 and M7 (see Example 7). Notice that
Ω1

Λ(M5) ⊂ Ω1
Λ(M7) and thus M7 6∈ minΩ1

Λ
(τ(ABF)). However, Ω1

Λ ∪ Ω2
Λ(M5) =

{q,¬p, �q, �p, �q} is incomparable with Ω1
Λ ∪ Ω2

Λ(M7) = {q,¬p, p, �q, �¬p} which
means thatM7 ∈ minΩ1

Λ∪Ω2
Λ
(τ(ABF)). This would result again in a model validating q

ending up in minΩAΛ
(minΩ1

Λ∪Ω2
Λ
(τ(ABF))) and thus give in an inadequate translation.
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4.4 Representation Results

With the solution to this technical problem in place, I can now state faithfulness
results both on the level of labellings (i.e. extensional faithfulness, see Section 4.1)
and consequence relations. All of the theorems in this section are proven in Appendix
D.

The results central to proving the faithfulness results for grounded, complete
and semi-stable labellings are similar faithfulness results for admissible and complete
labellings:

Theorem 6. For any ABF, minΩAΛ

(
minΩ2

Λ

(
minΩ1

Λ
(.)
))

is extensionally faithful for
τ(ABF) and the admissible labellings A.

Theorem 7. For any ABF, minΩCΛ

(
minΩ2

Λ

(
minΩ1

Λ
(.)
))

is extensionally faithful for
τ(ABF) and the complete labellings C.

I now state the extensional faithfulness of the translation for preferred, grounded
and semi-stable labellings on the level of labellings:

Theorem 8. For any ABF, minΩPΛ

(
minΩAΛ

(
minΩ2

Λ

(
minΩ1

Λ
(.)
)))

is extensionally
faithful for τ(ABF) and the preferred labellings P.

Theorem 9. For any ABF, minΩGΛ

(
minΩCΛ

(
minΩ2

Λ

(
minΩ1

Λ
(.)
)))

is extensionally
faithful for τ(ABF) and the grounded labelling G.

Theorem 10. For any ABF, minΩSΛ

(
minΩAΛ

(
minΩ2

Λ

(
minΩ1

Λ
(.)
)))

is extensionally
faithful for τ(ABF) and the semi-stable labellings S.

From these results the faithfulness results on the level of consequence relation
follow immediately.

Theorem 11. Where † ∈ {∪,∩,e},

ABF |∼ †PA iff A ∈ L ∩ CnΩPΛ ,LABF
†

(
Cn

ΩAΛ ,LABF
∩

(
Cn

Ω2
Λ,LABF
∩

(
Cn

Ω1
Λ,LABF
∩ (τ(ABF))

)))
.

Theorem 12. Where † ∈ {∪,∩,e},

ABF |∼ †GA iff A ∈ L ∩ CnΩGΛ,LABF
†

(
Cn

ΩCΛ,LABF
∩

(
Cn

Ω2
Λ,LABF
∩

(
Cn

Ω1
Λ,LABF
∩ (τ(ABF))

)))
.

Theorem 13. Where † ∈ {∪,∩,e},

ABF |∼ †SA iff A ∈ L ∩ CnΩSΛ,LABF
†

(
Cn

ΩAΛ ,LABF
∩

(
Cn

Ω2
Λ,LABF
∩

(
Cn

Ω1
Λ,LABF
∩ (τ(ABF))

)))
.
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M(τ(ABF))

minΩ1
Λ
(τ(ABF))

minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))

minΩAΛ
(minΩ2

Λ
(minΩ1

Λ
(τ(ABF))))

minΩCΛ
(minΩ2

Λ
(minΩ1

Λ
(τ(ABF))))

minΩPΛ
(minΩCΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))))

minΩGΛ
(minΩCΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))))

minΩSΛ
(minΩCΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))))

Figure 3: Schematic representation of the semantics of the translations presented in
this paper.

τ(ABF) Cn
Ω1

Λ,LABF
∩ (.) Cn

Ω2
Λ,LABF
∩ (.)

Cn
ΩAΛ ,LABF
∩ (.)

Cn
ΩCΛ,LABF
∩ (.)

Cn
ΩPΛ ,LABF
† (.)

Cn
ΩSΛ,LABF
† (.)

Cn
ΩGΛ,LABF
† (.)

Figure 4: Schematic representation of the order of consequence relations for the
adaptive logics described in this paper (where † ∈ {∪,∩,e}).

4.5 On Universal Definability:
Stable Labellings and Non-Flat ABFs

The critical reader might wonder why another useful and well-studied argumenta-
tion labellings, the stable labellings, is not translated in this work. The reason for
not considering stable labellings for a translation is that, in contrast to preferred,
grounded or semi-stable labellings, stable labellings are not universally defined [3]:
there are ABFs which do not have a stable labellings. First I recall the definition of
stable labellings:

Definition 17 (Stable Assumption Labellings [40]). Given an assumption-based
framework ABF = ((L,R),Γ,Λ, ), a complete assumption labelling L is stable iff
undec(L) = ∅.

The following example shows that stable labellings do not necessarily exist:
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Example 9. Consider ABF = (({p, p}, {p → p}), ∅, {p}, ). There is just one ad-
missible labelling for this ABF: L(p) = undec. To see this, suppose first for a contra-
diction that there is an admissibe labelling L′ s.t. L′(p) = in. Note that p attacks p.
Thus, for L′(p) = in, L′(p) = out would be needed, contradiction. Suppose now that
there is an admissibe labelling L′ s.t. L′(p) = out. Then there has to be an attacker
that is labelled in. But the only attacker of p is p itself, contradiction. However, L
is clearly not stable.

The fact that stable labellings are not universally defined makes it hard to trans-
late them into adaptive logics in a way set out in Section 4.1 since minimally ab-
normal models do not suffer from similar problems. Indeed, for adaptive logics it is
well-known that as soon as a premise set Γ has models in the lower limit logic, it
will have minimally abnormal models (this property is known as reassurance, cf. [42,
p.24]).

Likewise, the reader might ask why attention is restricted to flat frameworks. For
non-flat frameworks, many of the argumentation theoretic properties that were used
in the meta-theory (for example Fact 4 and Fact 10) fail (see [18]). Furthermore,
there are non-flat frameworks for which there exist no preferred, semi-stable or
grounded labellings. Just as with stable labellings, this makes it hard to translate
non-flat ABFs into adaptive logics in view of the reassurance property of the latter.

5 Related Work
I will compare the work done in this paper with three main strands of related work.
The first one is the use of modal logics for reasoning about formal argumentation
frameworks [26]. The second approach I discuss is a translation of abstract argu-
mentation into adaptive logics [43]. The third one is the use of modal logics to
obtain a semantics for various non-monotonic reasoning formalisms (see [11] for an
overview).

In [26] modal logic is applied to formalize fragments of formal argumentation
theory. In particular, [26] establishes a correspondence between a given argumen-
tation framework and a modal logic frame. The idea is that the argumentation
framework and the modal frame will have the same number of nodes: for every ar-
gument there will be exactly one corresponding world. The meaning of the relation
is, in a sense, inversed: if a attacks b then the world corresponding to b will be an
accessible from the world corresponding to a. Consequently, the way modal seman-
tics are used in this paper is quite different from how it is used in [26]. This paper
provides a (non-monotonic) logic for every argumentation framework and proves cor-
respondence between the selected models and the preferred, grounded or semi-stable
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labellings. On the other hand, [26] provides a way to embed argumentation theory
within modal logic and then makes use of well-established results and techniques
from modal logic to benefit formal argumentation (e.g. determining indistinguisha-
bility of argumentation frameworks using bisimulation). Furthermore, it should be
noticed that [26] deals with abstract argumentation whereas this work deals with a
model of structured argumentation.

Another approach which is related to the work presented here is found in [43],
where various adaptive logics for representing and reasoning with abstract argu-
mentation frameworks are provided. In this work (just as in [26]), the language
allows to express the basic notions of abstract argumentation: arguments and at-
tacks. In more detail, they use propositional letters to represent arguments and a
binary logical operator �, where A� B means that A attacks B. Furthermore, if
a propositional letter that represents an argument is derivable, this means that the
argument represented by the propositional letter is accepted. Based on this interpre-
tation, they formulate two lower limit logics that allow to reason about admissibility
respectively completeness. The semantics of this lower limit logic is a standard biva-
lent one (i.e. they don’t make use of modal notions) and as the authors themselves
concede, some of the valuation functions are “of a rather complex form” [43]. Even
though the requirements for admissibility respectively completeness are hard-wired
in the monotonic lower limit logic as inference rules, to get a translation that is
adequate for admissible respectively complete semantics, they first need to do an
adaptive selection in order to avoid some interpretative surplus (in more detail, to
avoid that some models validate attacks which are not part of the given premises,
a problem not unlike the problem described in Section 4.3). They then combine
these adaptive logics for admissible respectively complete labellings with a second
selection to obtain adaptive logics that adequately represent preferred, semi-stable
and grounded semantics. This combination is done in a sequential way, just like
in this paper and the abnormalities are very similar to the sets ΩPΛ , ΩSΛ and ΩGΛ.
Even though the goal of [43] and this paper is very similar, there are thus quite
some differences in the way this goal is achieved. First, this paper is concerned with
assumption-based argumentation, a branch of structured argumentation as opposed
to [43] which treats abstract argumentation frameworks. Because of this, in the
translation formulated in this paper, one can formulate attacks indirectly (based on
derivable contraries) instead of having to encode the attack relation as a primitive
connective. Furthermore, I use a modal semantics to give a more intuitive repre-
sentation of the reasoning on the basis of argumentative notions such as attack,
admissibility and acceptance. Finally, I do not encode admissibility or completeness
in the monotonic lower limit logic but use the non-monotonic selection semantics
to select admissible and complete sets. Note that this is closer to the way formal
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argumentation deals with these notions, since they are non-monotonic concepts (e.g.
an admissible labelling might turn out to be inadmissible once new information is
added to the knowledge base, see e.g. [17]).

There is a large amount of work on modal logic for non-monotonic reasoning and
logic programming and detailed comparisons of all the work in this area and the
translation given here are beyond the scope of this paper. To the best of my knowl-
edge, however, this is the first time a translation from structured argumentation in
a modal logic or a preferential logic was investigated. Given the connection between
logic programming and assumption-based argumentation [15, 16, 39], one might
perhaps wonder why not just use a well-studied modal logic for logic-programming
like equilibrium logic [36] instead of defining a new one. To answer this objection,
something has to be said first about the exact relation between assumption-based
argumentation and logic-programming. Without going into formal details, the fol-
lowing relation exists between logic programming semantics and ABA labellings (cf.
[15]):

• well-founded models correspond to grounded assumption labellings.

• regular models correspond to preferred assumption labellings.

• L-stable models correspond to semi-stable assumption labellings.

• stable models correspond to stable assumption labellings.

Stable models can be viewed as a 2-valued semantics for logic programs whereas all
the other models are 3-valued semantics (just like assumption-based labellings that
use the three values in, out and undec). As for assumption-based argumentation,
there might be logic programs for which there is no stable model. Equilibrium
logic is a non-monotonic formalism based on a monotonic modal logic, the logic of
here and there, which uses modal frames that contain two worlds, h (“here”) and
t (“there”) where t is accessible from h but not the other way around. Just like
in this paper, h is meant to contain all the propositions that are true, whereas t
contains all the propositions that are not false. Roughly speaking, a model will be
an equilibrium model if all the propositions true in t will also be true in h, i.e. every
non-false proposition is true. It is shown in [36] that equilibrium models of a logic
program correspond to its stable models. For the 3-valued semantics, however, “a
more complex notion of frame” [14] is required. In fact, to characterize 3-valued
logic programming semantics [14] proposes partial equilibrium logic that is based
on modal frames with four possible worlds and two distinct accessibility relations.
Accordingly, one can say that the approach in this paper simplifies things since
the logic LABF works with modal frameworks consisting of three worlds and one
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accessibility relation. I plan to investigate the exact relations between the adaptive
logics presented here and partial equilibrium logic in future work.

6 Conclusion and Future Work

This paper contributed to the unification of formal models of defeasible reasoning by
providing a translation from assumption-based argumentation into adaptive logics.
Indeed, the translation provided in this paper is based on a modal logic in order to
avoid the problems suffered by a translation provided in [30] and in this way provided
a translation that is faithful for preferred, grounded and semi-stable semantics, com-
plementing the (simpler) translation from [30] faithful for naive semantics. Further-
more, [30] has shown that adaptive logics can be translated straightforwardly into
ABA. Both adaptive logics and assumption-based argumentation have been shown
to be able to capture several other formalisms for defeasible reasoning before. Adap-
tive logics can be seen as a special but rich subclass of prefential semantics [32, 41]
as was shown by [6]. Furthermore, in [51], the connection between ALs and Makin-
son’s Default Assumption Consequence Relations (in short, DACRs) [33, chapter 2]
was established. DACRs give formal substance to the idea that, in many situations,
non-monotonic reasoning makes use of a set ∆ of defeasible background assump-
tions in combination with the strict and explicit premises in Γ. These background
assumptions are used to the extent that they are consistent with Γ. Accordingly,
DACRs make use of the notion of maximal consistent subset. In [33, chapter 2], it is
also shown that many other non-monotonic consequence relations, such as Reiter’s
Closed World Assumption, Poole’s Background Constraints, etc. can be expressed
as DACRs. Finally, in [45] adaptive logic has been shown to admit input/output
logic [34]. Assumption-based argumentation, on the other hand, was shown to be
able to capture default logic [12], logic programming [16], autoepistemic logic [12]
and ASPIC+ [30]. The translation in this work now shows how all these formalisms
are interrelated.

To the reader familiar with adaptive logics, it might perhaps be suprising to
see there was no mention of the dynamic proof theory of adaptive logics. Adap-
tive logics were originally introduced in [4] using their dynamic proof theories to
give a formalisation of some aspects of reasoning with inconsistencies. The driv-
ing idea behind ALs is to apply defeasible inference rules under explicit normality
assumptions. More specifically, whenever the core logic gives rise to Γ `L A ∨ ab
where ab ∈ Ω, A can be derived in the adaptive logic (based on L and Ω) on the
(defeasible) assumption that ab is false. To keep track of normality assumptions,
proof lines in the Hilbert-style proofs of adaptive logics are equipped with an addi-
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tional column in which the abnormalities are listed which are assumed to be false.
Different retraction mechanisms for lines with abnormality assumptions that turn
out mistaken are implemented in terms of the adaptive strategies. These dynamic
proof theories have received a dialogic or game-theoretical interpretation in [7]. Un-
fortunately, no proof theories for sequential combinations of adaptive logics using
∪-consequence relations (in the terminology of adaptive logics: the normal selections
strategy) have been devised until now, thus hindering the study of a proof theory
for some of the translations presented in this paper. Likewise, several computational
tools have been defined for ABA [21, 22, 47]. These tools are all constructed as a
dispute between a proponent and an opponent. The proponent tries to show a given
proposition is acceptable while the opponent tries to prevent this proposition com-
ing out as acceptable. Such disputes combine the construction of arguments from
a claim (by deriving it from other claims) and the identifaction of attacks between
these arguments. In future work, I plan to investigate the relation between these
two kinds of proof theories.

Furthermore, the results of this paper can be generalized in several directions,
such as dropping the restriction to flat frameworks and incorporating priorities
([19, 28]). Additionally, this translation, and the translation from adaptive log-
ics into ABA ([30]), can be used to transfer meta-theoretic insights. Research on
computability issues has been done both for adaptive logics [53, 46, 35] and ABA
[20]. This research can be used to e.g. obtain conditions under which reasoning
becomes more or less complex. Furthermore, for adaptive logics there have been
investigations into the effect of logical operations on the abnormalities (e.g. closing
the set of abnormalities under conjunction) on the consequence relation [51]. This
research will be helpful to obtain similar results for ABA.
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A Conflict-Free and Naive Assumption Labellings

To the best of my knowledge, conflict-free and naive assumption labellings have not
been introduced before. I prove here that these labellings are sound and complete
with respect to their respective extensional definitions.

I first recall the definitions of conflict-free and naive argumentation extensions:
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Definition 18 (Conflict-free Assumption Extension, [12]). Given an assumption-
based framework ABF = ((L,R),Γ,Λ, ), ∆ ⊆ Λ is:

• conflict-free iff ∆ does not attack ∆.

• naive iff ∆ is conflict-free and for every Λ ⊇ ∆′ ⊃ ∆, ∆′ is not conflict-free.

Theorem 14. Given an assumption-based framework ABF =
((L,R),Γ,Λ, ):

• if ∆ ⊆ Λ is conflict-free[naive] then there is a conflict-free[naive] assumption
labelling L with in(L) = ∆.

• if L is a conflict-free[naive] assumption labelling then in(L) is a conflict-
free[naive] assumption extension.

Proof. I first prove the claim for conflict-freeness.
Suppose first that ∆ ⊆ Λ is conflict-free. Take L as follows: L(A) = in iff

A ∈ ∆, L(A) = undec otherwise. Suppose now that there is a Θ ⊆ Λ that Θ attacks
∆. Since ∆ is conflict-free, Θ 6⊆ ∆. Consequently, L(Θ) 6= in and thus L is a
conflict-free labelling.

Suppose now that L is a conflict-free assumption-labelling. Suppose for a con-
tradiction that in(L) attacks in(L). But then there is an A with L(A) = in such
that there is an attacker ∆ ⊆ in(L) of A for which L(∆) = in, contradiction to L
being conflict-free.

I now prove the claim for naive semantics and labellings.
Suppose first that ∆ ⊆ Λ is naive. Take L as follows: L(A) = in iff A ∈ ∆,

L(A) = undec otherwise. Suppose now there is a conflict-free labelling L′ such that
in(L) ⊂ in(L′). By the previous result, in(L′) is conflict-free, contradicting ∆ being
naive.

The other direction is analogous.

It is perhaps interesting to note that there is no bijection between the set of
conflict-free extensions and the set of conflict-free labellings, as witnessed by Exam-
ple 10.

Example 10. Let R = {p → q} and Λ = {p, q}. Then there are the following
labellings:

i Li(p) Li(q) i Li(p) Li(q)
1 undec undec 2 undec out
3 out undec 4 out out
5 undec in 6 out in
7 in undec 8 in out

346



Relations between BA and AL

Even though there are eight conflict-free assumption labellings, there are only 3
conflict-free assumption extensions: ∅, {p} and {q}.

B Proof of Lemma 1
Lemma 1. If ABF satisfies (CPOS) then ABF satisfies (EX).

Proof. Suppose that ABF satisfies (CPOS) and suppose that some L is a naive la-
belling. Since L is naive, by Theorem 14, in(L) is a naive assumption extension.
We prove now that L is stable (cf. Definition 17) by showing that (for some A ∈ Λ),
if L(A) 6= in then Γ ∪ in(L) `R A. Suppose indeed that L(A) 6= in for some
A ∈ Λ. Consequently, Γ ∪ {A} ∪ in(L) `R B for some B ∈ in(L) ∪ {A}. Let
∆ ⊆ {A} ∪ in(L) be minimal such that Γ ∪ ∆ `R B. If A 6∈ ∆ we consider two
cases: (1) A = B. In that case we immediately get that, Γ ∪ ∆ `R A and we
are done. (2) Suppose A 6= B. In that case, ∆ ⊆ in(L). This would contradict
L(B) = in and L being a conflict-free labelling. Suppose now A ∈ ∆. If A = B
then by (CPOS), Γ ∪ (∆ ∪ {A}) \ {B} `R B for any B ∈ ∆. Again by (CPOS),
Γ ∪ (∆ \ {A}) `R A and thus Γ ∪ in(L) `R A. Suppose now that B ∈ in(L). Then
by (CPOS), Γ ∪ (∆ ∪ {B}) \ {A} `R A and consequently Γ ∪ in(L) `R A.

C Proof of Theorem 5
In this Section I will assume that ABF = ((L,R),Γ,Λ, ).

Definition 19 (Consistent Sets of Assumptions). Where ∆ ⊆ Λ, ∆ is consistent in
ABF iff for no A ∈ ∆, Γ ∪∆ `R A.

Lemma 2. If ∆ ⊆ Λ is consistent in ABF and Γ ∪ ∆ `R B then for every M ∈
M(τ(ABF)), vM (

∧
∆ ⊃ B, a) = 1.

Proof. I prove this by induction on the number of rules used in deriving B. Suppose
first that B ∈ ∆. Then obviously the Lemma holds. Suppose now that for every
1 6 i 6 n (where

⋃n
i=1 ∆i ⊆ Λ), Γ ∪∆i `R Bi implies that vM (

∧
∆i ⊃ Bi, a) = 1.

Since ∆ is consistent in ABF, Γ ∪
⋃n

i=1 ∆i 6`R A for any A ∈
⋃n

i=1 ∆i. Suppose
now that B was derived using B1, . . . , Bn → B ∈ R. Since M ∈ M(τ(ABF)) and
vM (

∧n
i=1Bi ⊃ B, a) = 1, this means that vM (B, a) = 1.

Lemma 3. Where ∆ ⊆ Λ, if ∆ `R B then for every M ∈ M(τ(ABF), vM (
∧

∆ ⊃
B,w) = 1.

Proof. Analogous to the proof of Lemma 2.
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Fact 1. If M,M ′ ∈ M(Γ) (for some Γ ⊆ LABF) and Ω1
Λ(M) ⊃ Ω1

Λ(M ′) then
vM (A, a) = 1 iff vM ′(A, a) = 1 for every A ∈ Λ.

Proof. Suppose that M,M ′ ∈ M(Γ) (for some Γ ⊆ LABF) and Ω1
Λ(M) ⊃ Ω1

Λ(M ′)
and suppose furthermore for a contradiction that there is an A ∈ Λ such that
vM (A, a) = 1 yet vM ′(A, a) = 0. This means that ¬A 6∈ Ω1(M) yet ¬A ∈ Ω1

Λ(M ′)
which contradicts Ω1

Λ(M) ⊃ Ω1(M ′).

Lemma 4. For every M ∈ minΩ1
Λ
(τ(ABF)), A ∈ L and ∆ ⊆ Λ, if vM (

∧
∆ ⊃ A, a) =

1 then Γ ∪∆ `R A.

Proof. Suppose that Γ ∪ ∆ 6`R B. I construct a model M ∈ minΩ1
Λ
(τ(ABF)) such

that vM (
∧

∆ ⊃ B, a) = 0. Let vM (A, a) = 1 if Γ ∪ ∆ `R A and v(A, a) = 0 else.
Furthemore let vM (A, a) = 1 imply vM (A,w) = 0 and vM (A,w) = 1 otherwise.
Finally let vM (A,w) = 1 imply vM (A,w′) = 0 and vM (A,w′) = 1 otherwise.

The following things have to be verified:

1. M is an LABF-model;

2. vM (
∧n

i=1Ai ⊃ A, x) = 1 for every A1, . . . , An → A ∈ R (for x ∈ {a,w});

3. vM (B, a) = 0;

4. M ∈ minΩ1
Λ
(τ(ABF)).

Ad 1: it is easy to see that the clauses of the connectives ¬, ∧ and ⊃ are satisfied by
vM . Suppose now that vM (A, a) = 1. In that case (by definition of vM ) vM (A,w) =
0, which means that vM (�¬A, a) = 1. Likewise, vM (A, a) = 0 implies vM (�A, a) = 1.
Likewise, it is easy to see that vM (A,w) = 1 iff vM (A,w′) = 0. Thus, the definition
of is respected as well. Altogether, this suffices to show that M is an LABF-model.

Ad 2: I prove the claim for x = a, for x = w the proof is analogous. Suppose
that vM (Ai, a) = 1 for every 1 6 i 6 n and that A1, . . . , An → A ∈ R. This means
that Γ ∪ ∆ `R Ai for every 1 6 i 6 n. Consequently, Γ ∪ ∆ `R A. But then
vM (A, a) = 1. So vM (

∧n
i=1Ai ⊃ A, a) = 1.

Ad 3: this is immediately clear from how vM is defined.
Ad 4: Suppose that M 6∈ minΩ1

Λ
(τ(ABF)), i.e. there is an M ′ ∈ M(τ(ABF)) such

that Ω1(M ′) ⊂ Ω1(M). This means that vM (A, a) = 1 iff vM ′(A, a) = 1 for every
A ∈ Λ by Fact 1. Also, vM ′(A, a) = 0 whereas vM (A, a) = 1 for some A ∈ Λ. By
Lemma 2, this means that ∆ 6`R A which contradicts vM (A, a) = 1 (which is known
in view of the construction of the model).
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Lemma 5. For everyM ∈ minΩ2
Λ
(minΩ1

Λ
(τ(ABF))), A ∈ L and ∆ ⊆ Λ, if vM (

∧
∆ ⊃

A,w) = 1 then Γ ∪∆ `R A.

Proof. Similar to the proof of Lemma 4.

Theorem 5. Given ABF, L is a labelling iff there is a
M ∈ minΩ2

Λ
(minΩ1

Λ
(τ(ABF))) where (for any A ∈ L):

• vM (A, a) = 1 iff Γ ∪ in(L) `R A

• vM (A,w) = 1 iff Γ ∪ (Λ \ out(L)) `R A

Proof. [⇒]: Suppose that L is a labelling. I construct M as follows:

• vM (A, a) = 1 iff Γ ∪ in(L) `R A.

• vM (A,w) = 1 iff Γ ∪ (Λ \ out(L)) `R A

Similarly as in the proof of Lemma 4, it can be easily verified that M ∈M(τ(ABF)).
I first show that M ∈ minΩ1

Λ
(τ(ABF)). Indeed suppose for a contradiction that

M 6∈ minΩ1
Λ
(τ(ABF)). Then there is aM ′ ∈M(τ(ABF)) such that Ω1

Λ(M ′) ⊂ Ω1
Λ(M).

Without loss of generality (by the so-called stopperedness or strong reassurance
property, see [2, Theorem 4.3]), we can suppose that M ′ ∈ minΩ1

Λ
(τ(ABF)). By

Fact 1, for any A ∈ Λ, vM (A, a) = 1 iff vM ′(A, a) = 1. Consequently, Λ ∩ (Ω1
Λ(M) \

Ω1
Λ(M ′)) = ∅. SinceM ′ ∈ minΩ1

Λ
(τ(ABF)), by Lemma 2, Γ∪in(L) `R A implies that

vM ′(A, a) = 1. But this contradicts Ω1
Λ(M ′) ⊂ Ω1

Λ(M). Thus, M ∈ minΩ1
Λ
(τ(ABF)).

To show that M ∈ minΩ2
Λ
(minΩ1

Λ
(τ(ABF))), an argument analogous to the one

for M ∈ minΩ1
Λ
(τ(ABF)) can be used, substituting the reference to Lemma 2 with a

reference to Lemma 3.
[⇐]: Suppose that M ∈ minΩ2

Λ
(minΩ1

Λ
(τ(ABF))). L is obtained as follows:

• L(A) = in iff vM (A, a) = 1 and A ∈ Λ

• L(A) = out iff vM (A, a) = 1

• L(A) = undec otherwise

Since vM (A∧A, a) = 0 for everyA ∈ Λ (sinceM ∈M(τ(ABF)) and τ(ABF) 3 ¬(A∧A)
for every A ∈ Λ), it is clear that L is a labelling.

I now prove that vM (A, a) = 1 iff Γ ∪ in(L) `R A for any A ∈ L. I first show
the [⇒]-direction. The case for A ∈ Λ is clear. Suppose now that vM (A, a) = 1 for
some A ∈ L \ Λ. By Lemma 4, this means that Γ ∪ in(L) `R A. Consequently,
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vM (A, a) = 1 implies Γ ∪ in(L) `R A. For the [⇐]-direction, suppose now that
Γ ∪ in(L) `R A. By Lemma 2 and since M ∈ minΩ1

Λ
(τ(ABF)), this implies that

vM (A, a) = 1.
Finally I prove that vM (A,w) = 1 iff Γ ∪ (Λ \ out(L)) `R A. Observe first

that out(L) = {A ∈ Λ | vM (A, a) = 1}. By definition of A in LABF, it follows that
A ∈ out(L) iff vM (A,w) = 0. The rest follows immediately from Lemma 3 and
Lemma 5.

D Proofs of Theorems 8, 9 and 10
I first introduce some technical notions that will prove useful in the following.

Definition 20 (Undefeated Assumptions). Where L is a labelling, [L] := Λ\out(L)
and [[L]] = {A ∈ Λ | Γ ∪ [L] 6`R A}.22

Fact 2. If L is an admissible labelling then Γ ∪ [L] 6`R A for any A ∈ in(L).

Proof. Suppose that L is an admissible labelling yet Γ ∪ [L] `R A for some A ∈ Λ.
This means that there is a ∆ ⊆ Λ such that L(B) 6= out for any B ∈ ∆ and
Γ ∪∆ `R A. This contradicts L being admissible.

Lemma 6. If M ∈ minΩ2
Λ
(minΩ1

Λ
(τ(ABF))), where for any A ∈ Λ:

• L(A) = in iff vM (A, a) = 1,

• L(A) = out iff vM (A, a) = 1 and

• L(A) = undec otherwise

then for any B ∈ Λ, B ∈ [[L]] iff vM (B,w) = 0.

Proof. Suppose that M ∈ minΩ2
Λ
(minΩ1

Λ
(τ(ABF))) and B ∈ Λ. Define L such that

for any A ∈ Λ:

• L(A) = in iff vM (A, a) = 1,

• L(A) = out iff vM (A, a) = 1 and

• L(A) = undec otherwise

22These concepts were inspired by [10, Chapter 7].
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[⇒]. Suppose that B ∈ [[L]]. This means that Γ∪[L] 6`R B. By Theorem 5 (since
M ∈ minΩ2

Λ
(minΩ1

Λ
(τ(ABF)))) and the construction of L, it follows that vM (C,w) = 1

iff C ∈ [L] (for any C ∈ ∆). With Lemma 5 this means that vM (B,w) = 0.
[⇐]: Suppose that vM (B,w) = 0. Since M ∈ minΩ2

Λ
(minΩ1

Λ
(τ(ABF))) and by

Theorem 5 it follows that vM (C,w) = 1 iff C ∈ [L] (for any C ∈ ∆). But then by
Lemma 2, Γ ∪ [L] 6`R B and consequently B ∈ [[L]].

Fact 3. Where L is admissible, L(A) = 1 implies that Γ ∪ [L] `R A.

Lemma 7. If L is admissible, there is aM ∈ minΩAΛ
(minΩ2

Λ
(minΩ1

Λ
(τ(ABF)))) where:

• vM (A, a) = 1 iff Γ ∪ in(L) `R A,

• vM (A,w) = 1 iff Γ ∪ [L] `R A.

Proof. Suppose L is admissible and let M be defined as follows: vM (A, a) = 1
iff Γ ∪ in(L) `R A and vM (A,w) = 1 iff Γ ∪ [L] `R A. By Theorem 5, M ∈
minΩ2

Λ
(minΩ1

Λ
(τ(Γ))). Now take A ∈ in(L). By admissibility and Fact 3, L(A) = 1

implies that Γ ∪ [L] 6`R A. By Lemma 6, this means that vM (A,w) = 0. Con-
sequently, vM (�A, a) = 0. This shows that ΩAΛ (M) = ∅ and consequently, M ∈
minΩAΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))).

Fact 4. For every ABF, there is an admissible labelling L such that in(L) = ∅.

Proof. Observe that where L(A) = undec for every A ∈ Λ, L is admissible.

Lemma 8. If M ∈ minΩAΛ
(minΩ2

Λ
(minΩ1

Λ
(τ(ABF)))), ΩAΛ (M) = ∅.

Proof. Suppose thatM ∈ minΩ2
Λ
(minΩ1

Λ
(τ(ABF))) and suppose that ΩAΛ (M) 6= ∅. By

the Fact 4, there is an admissible labelling L such that in(L) = ∅. By Theorem 5,
there is a M ′ ∈ minΩ2

Λ
(minΩ1

Λ
(τ(ABF))) such that {A ∈ Λ | vM ′(A, a) = 1} = ∅. But

then ΩAΛ (M ′) ⊂ ΩAΛ (M), contradiction to M ∈ minΩAΛ
(minΩ2

Λ
(minΩ1

Λ
(τ(ABF)))).

Theorem 6. For any ABF, minΩAΛ

(
minΩ2

Λ

(
minΩ1

Λ
(.)
))

is extensionally adequate
for τ(ABF) and the set of admissible labellings A.

Proof. [⇐]: follows immediately from Lemma 7.
[⇒]: Suppose now that M ∈ minΩAΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))) and take L as fol-

lows:

• L(A) = 1 iff M,a |= A,
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• L(A) = out iff M,a |= A and

• L(A) = undec otherwise

I first show that for every A ∈ Λ, L(A) = in implies that for every ∆ ⊆ Λ such that
∆ attacks A, there is a B ∈ ∆ such that L(B) = out. Suppose for a contradiction
that there is a {A} ∪∆ ⊆ Λ such that L(A) = in and ∆ attacks A, yet there is no
B ∈ ∆ such that L(B) = out. Then by Theorem 5 vM (A,w) = 1, i.e.M,a |= �A∧A.
This contradicts Lemma 8. That L(A) = out implies there is a ∆ ⊆ Λ that attacks
A such that L(∆) = in follows immediately from Theorem 5. Suppose finally for
a contradiction that L(A) = undec yet there is a ∆ ⊆ Λ such that L(∆) = in and
Γ ∪∆ `R A. Then by Theorem 5, M,a |= A, contradiction to the construction of
the model.

Theorem 8. For any ABF, minΩPΛ

(
minΩAΛ

(
minΩ2

Λ

(
minΩ1

Λ
(.)
)))

is extensionally
adequate for τ(ABF) and the preferred labellings P.

Proof. [⇒]: Suppose that M ∈ minΩPΛ
(minΩAΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF))))) yet L is not

preferred (with L defined as in the statement of this Theorem). This means that
there is an admissible labelling L′ such that in(L) ⊂ in(L′). By Lemma 6, there is
a M ′ ∈ minΩAΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))) such that in(L′) = {A ∈ Λ | vM (A, a) = 1}.

But in(L) ⊂ in(L′) implies that for some A ∈ in(L′) \ in(L), vM (A, a) = 0. This
contradicts M ∈ minΩAΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))).

[⇐]: similar.

Fact 5. Where L is complete, if L(A) 6= in then Γ ∪ [L] `R A.

Proof. Suppose that for some complete labelling L and some A ∈ Λ, L(A) 6= in.
Suppose first that L(A) = out. Then there is a ∆ that attacks A for which L(∆) =
in. Thus, Γ ∪ in(L) `R A and since in(L) ⊆ [L], Γ ∪ [L] `R A. Suppose now that
L(A) = undec. Then for some ∆ ⊆ Λ that attacks A, L(∆) 6= out and consequently,
Γ ∪ [L] `R A.

Lemma 9. If L is complete then there is a M ∈ minΩCΛ
(minΩ2

Λ
(minΩ1

Λ
(τ(ABF))))

where:

• vM (A, a) = 1 iff Γ ∪ in(L) `R A,

• vM (A,w) = 1 iff Γ ∪ [L] `R A
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Proof. Suppose L is complete, and let M be defined as follows: vM (A, a) = 1 iff
Γ ∪ in(L) `R A and vM (A,w) = 1 iff Γ ∪ [L] `R A. Take A ∈ in(L). Since L is
also admissible and Fact 3, L(A) = 1 implies that Γ ∪ [L] 6`R A. By Lemma 6, this
means that vM (A,w) = 0. Consequently, vM (�A ∧ A, a) = 0. Suppose now that
vM (A, a) = 0. By Fact 5 and since L is complete, this means that Γ∪ [L] `R A and
by Theorem 5 this means that vM (A,w) = 1. Consequently, vM (¬A∧¬�A, a) = 0.
Altogether this shows that ΩCΛ(M) = ∅.

Lemma 10. For every ABF, there is at least one complete labelling L.

Proof. This follows from [40, Theorem 4] and [18, Theorem 2.12].

Lemma 11. If M ∈ minΩCΛ
(minΩ2

Λ
(minΩ1

Λ
(τ(ABF)))), ΩCΛ(M) = ∅.

Proof. Suppose that M ∈ minΩCΛ
(minΩ2

Λ
(minΩ1

Λ
(τ(ABF)))) and suppose that

ΩCΛ(M) 6= ∅. By Lemma 10, there is a complete labelling L. By Theorem 5, there
is an M ′ ∈ minΩ2

Λ
(minΩ1

Λ
(τ(ABF))) such that {A ∈ Λ | vM ′(A, a) = 1} = in(L). But

this means that ΩCΛ(M ′) ⊂ ΩCΛ(M), which contradicts M ∈ minΩCΛ
(minΩ2

Λ
(minΩ1

Λ
(τ(ABF)))).

Theorem 7 For any ABF, minΩCΛ

(
minΩ2

Λ

(
minΩ1

Λ
(.)
))

is extensionally adequate for
τ(ABF) and the complete labellings C.

Proof. [⇐]: follows from Lemma 9.
[⇒]: Suppose now that M ∈ minΩCΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))) and take L as fol-

lows: L(A) = 1 iff M,a |= A, L(A) = out iff M,a |= A and L(A) = undec
otherwise. I first show that for every A ∈ Λ, L(A) = in implies that for every
∆ ⊆ Λ such that ∆ attacks A, there is a B ∈ ∆ such that L(B) = out. Sup-
pose for a contradiction that there is a {A} ∪ ∆ ⊆ Λ such that L(A) = in and
∆ attacks A, yet there is no B ∈ ∆ such that L(B) = out. Then by Theorem
5: vM (A,w) = 1, i.e. M |= �A ∧ A. This contradicts Lemma 11 and the assump-
tion that M ∈ minΩCΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))). That L(A) = out implies there is

a ∆ ⊆ Λ that attacks A such that L(∆) = in follows immediately from Theorem
5. Suppose now for a contradiction that L(A) = undec yet there is a ∆ ⊆ Λ such
that L(∆) = in and Γ ∪ ∆ `R A. Then by Theorem 5, M,a |= A, contradiction
to the construction of the model. Suppose finally that L(A) = undec yet for every
attacker ∆ ⊆ Λ of A, L(∆) = out. By Theorem 5 this means that vM (A,w) = 0
and consequently, vM (¬A ∧ ¬ �A, a) = 1, contradicting Lemma 11.
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Theorem 9. For any ABF, minΩGΛ

(
minΩCΛ

(
minΩ2

Λ

(
minΩ1

Λ
(.)
)))

is extensionally
adequate for τ(ABF) and the set of grounded labelling G.

Proof. [⇒]: Suppose that M ∈ minΩGΛ
(minΩCΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF))))) yet L is

not grounded (with: L(A) = in iff vM (A, a) = 1). This means that there is
a complete labelling L′ such that in(L) ⊃ in(L′). By Lemma 7, we know that
there is a M ′ ∈ minΩCΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))) such that in(L′) = {A ∈ Λ |

vM ′(A, a) = 1}. But in(L) ⊃ in(L′) implies that {A ∈ Λ | vM ′(A, a) = 1} ⊃
{A ∈ Λ | vM ′(A, a) = 1}. In other words, ΩGΛ(M) ⊃ ΩGΛ(M ′), which contradicts
M ∈ minΩCΛ

(minΩ2
Λ
(minΩ1

Λ
(τ(ABF)))).

[⇐]: similar.

Theorem 10. For any ABF, minΩSΛ

(
minΩAΛ

(
minΩ2

Λ

(
minΩ1

Λ
(.)
)))

is extensionally
adequate for τ(ABF) and the set of semi-stable labellings S.

Proof. Analogous to the proof of Theorem 8.
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Abstract

The paper presents a natural three-valued logic for reasoning about covering-
based rough sets. Atomic formulas of the logic represent membership of objects
of the universe in rough sets, and complex formulas are built out of the atomic
ones using three-valued Kleene connectives. To reflect the structure of rough
sets, semantics of the logic employs three truth values: t — representing truth
and corresponding to membership of an object in the positive region of a set, f

— representing falsity and corresponding to membership in the negative region,
and u — representing undefinedness (lack of information) and corresponding
to membership in the boundary region of the set. In the paper we provide
a finitely strongly sound and complete Gentzen-style sequent calculus for the
described logic.

1 Introduction

Rough sets, developed by Pawlak in the early 1980s [26, 27], represent a simple and
yet very powerful notion designed to model vague or imprecise information. Unlike
Zadeh’s fuzzy sets, they are not based on any numerical measure of the degree of
membership of an object in an imprecisely defined set. Instead, they employ a
much more universal and versatile idea of an indiscernibility relation, which groups
together into disjoint equivalence classes objects having the same properties from
the viewpoint of a certain application.
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This concept has proved extremely useful in practice. Since their introduction
in the early 1980s, rough sets have found numerous applications in areas like control
of manufacturing processes [18], development of decisions tables [28], data mining
[18], data analysis [29], knowledge discovery [21], and so on. They have also been
the subject of an impressive body of research. Though the research has been mainly
focused on algebraic properties of rough sets, a number of logicians have also explored
this area, presenting and studying various brands of logics connected with rough sets
[8, 35, 7, 24, 25, 31].

Later, the original notion of rough sets was generalized by replacing the indis-
cernibility relation (representing a partition of the universe of objects) underlying
Pawlak’s approach with other, less restrictive concepts. They included e.g. the
similarity relation [32, 16, 12], and the exhaustiveness and complementarity rela-
tions [11, 7, 13]. However, the broadest generalization were covering-based rough
sets [38, 30], defined based on an arbitrary covering of the universe of objects instead
of a partition, like in Pawlak’s original approach. By now, this notion has also been
examined in various papers (see e.g. [36, 40, 14, 41, 19, 37, 20]). The main focus
has again been on the algebraic properties of such generalized rough sets — with
interesting links to mathematics of vagueness [19] and probability theory [20].

In turn, the logically oriented papers have often aimed to present a minimum
equational axiomatization of covering-based approximation operations, see e.g. [39].
However, other approaches have also appeared. They include, like in case of Pawlak’s
rough sets, many-valued logics [4, 17] or modal logics [22, 23].

In this paper we pursue the approach based on many-valued logic. We explore
the logical aspects of covering-based rough sets from the viewpoint of membership
of objects in such rough sets. For that purpose, we employ a three-valued logic with
an analytic proof system based on a Gentzen style sequent calculus. The motivation
for using three truth values stems from the fact that, exactly in case of the ordinary
rough sets, a covering-based approximation space defines three regions of any set X
of objects:

• positive region, containing all objects of the universe which certainly belong to
X in the light of the information provided by the covering;

• negative region, containing all objects which certainly do not belong to X;

• boundary, containing all objects which cannot be said for sure to either belong
or not to belong to X.

Hence a natural idea for reasoning about membership of objects in covering-based
rough sets is to use a logic with semantics based on three truth values t – true,
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f – false, u – unknown, corresponding to membership of an object in the positive
region, the negative region and the boundary of the set X, respectively. Note that
though the use of three-valued logics for reasoning about rough sets themselves is
fraught with the pitfalls analysed in depth in [10], they do not occur in reasoning
about membership of the objects (elements) of universe in rough sets rather than
about rough sets themselves.

Such an idea was first exploited in [3] for the original rough sets based on an
equivalence relation on the universe of objects. However, the logic developed there
was just a simple propositional logic generated by a three-valued non-deterministic
matrix (see [5, 2]), shortly: Nmatrix, which only reflected some properties of set-
theoretic operations on rough sets.

Then next attempt was made in [17] for covering-based rough sets. There the
semantics of the logics was based on the natural frameworks for such sets, i.e.
covering-based approximations spaces. Atomic formulas of the logic represented
either membership of objects of the universe in rough sets or the subordination re-
lation1 between such objects. However, strong completeness of the proof system in
the form of sequent calculus was only proved for a reduced subset of the language.

The line of research was continued in [4], where a finitely strongly sound and
complete Gentzen calculus was presented for the logic of rough sets defined as in [17],
but without the subordination relation. The present paper continues the direction
of [4] by presenting a new version of the logic, corresponding to weak semantics of
the same language. In such semantics we have two designated values: t and u, so
elements of the boundary of a set X are treated as belonging to X. The motivation
has been to tailor the logic to the applications where we do not want to miss any
possible element of X in our considerations (e.g. when looking for a drug that
might be effective in treating a give disease, we surely want to examine all that have
shown any promise of that). It should be noted that such an approach results in an
inherently paraconsistent logic — for the boundaries of X and −X are identical2.

The paper is organized as follows. Section 2 presents the fundamentals of
covering-based rough sets. Section 3 defines the syntax and semantics of the logic
LRS examined in the paper, including satisfaction and consequence relations for
formulas and sequents. Section 4 presents a strongly sound and complete Gentzen
sequent calculus for LRS , and finally Section 5 presents the conclusions and outlines
future work.

1Given a covering C of a universe U , the subordination relation generated by C is the binary
relation ≺C on U such that x ≺C y ⇔ (∀C ∈ C)(y ∈ C → x ∈ C). The relation ≺C is reflexive and
symmetric, and it is an equivalence relation iff C is a partition, i.e. in case of the original Pawlak’s
rough sets.

2Other paraconsistent approaches to rough sets were dicusssed in [34, 33].
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2 Covering-based rough sets

In what follows, for any set X, by P(X) we denote the powerset of X, i.e. the set
of all subsets of X, and by P+(X) — the set of all nonempty subsets of X.

Definition 1. By a covering-based approximation space, or shortly approximation
space, we mean any ordered pair A = (U, C), where U is a non-empty universe of
objects, and C ⊆ P+(U) is a covering of U , i.e.

⋃
{C | C ∈ C} = U .

Definition 2. For any approximation space A = (U, C):

• The lower approximation of a set X ⊆ U in A is defined as

LC(X) = {x ∈ U | ∀C ∈ C(x ∈ C ⇒ C ⊆ X)}

• The upper approximation of a set X ⊆ U in A is defined as

HC(X) =
⋃

{C ∈ C | C ∩X 6= ∅}

In view of the above definition, one can say that, given the approximate knowl-
edge about objects of the universe available in the approximation space A:

• LC(X) is the set of all the objects in U which certainly belong to X,

• HC(X) is the set of all the objects in U which might belong to X.

However, it should be stressed that though the above choice of the approximation
operations was one of those first introduced and studied most, at present it is just
one of over 30 versions considered in the literature. Their extensive survey is given
e.g. in [37, 19]. The choice of the most appropriate pair of approximations is made
based on the application where they are to be used — see [19, 14] for explanatory
examples.

Our choice corresponds here to the approximations apr′′
C

(A), apr′′
C(A), men-

tioned in [37] as one of the pairs satisfying the principle of duality of lower and
upper approximations. It should be noted that the lower approximation we have
selected is the smallest element-based one 3 and the upper approximation — the
largest granular one.

3Note that LC(X) = {x :
⋃

MD(x) ⊂ X}, where MD(x) is the maximum description of x

considered e.g. in [19, 37].
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Such a choice of two extremes is not only interesting as delimiting a kind of
border circumscribing all other selections, but also has a practical interpretation.
Namely, assume that each set C ∈ C represents the set of objects which are equiv-
alent according to some expert eC — and that we know that one of these experts
is surely right, but we do not know which one. As one neither can or should distin-
guish between equivalent objects, then an object x can classified to LCX only if all
objects equivalent to it in the opinion of any expert are included in X (classifica-
tion accuracy). Analogously, not to miss any object which might belong to X, we
must include in HCX all objects equivalent in the opinion of some expert to some
object in X (classification adequacy). And these conditions correspond exactly to
Definition 2.

A rough set based on the covering C is defined in the traditional way — as a pair
consisting of the lower and upper approximations of some subset of the universe.

Definition 3. By a covering-based rough set over A = (U, C) we mean a pair of the
form (LC(X),HC(X)), where X is a subset of the universe U .

The operations of lower and upper approximation defined above have the same
basic properties, as in case of "classic" Pawlak’s rough sets:

Fact 1. For any X,Y ⊆ U , we have:

LC(X) ⊆ X ⊆ HC(X)

HC(X ∪ Y ) = HCX ∪HCY LC(X ∪ Y ) ⊇ LCX ∪ LCY

LC(X ∩ Y ) = LCX ∩ LCY HC(X ∩ Y ) ⊆ HCX ∩HCY

LC(−X) = −HCX HC(−X) = −LCX

(1)

where none of the inequalities in (1) can be replaced by the equality.

Note that, by the last equality, the operation of higher approximation is dual to
the lower one. In consequence, in what follows we shall use the upper approximation
only in places where it is commendable for methodological or practical reasons.

Following the example of Pawlak’s rough sets, with any subset of a universe U
of an approximation space we can associate three regions of that universe: positive,
negative and boundary, representing the three basic statuses of membership of an
object of the universe U in X:

Definition 4. Let A = (U, C) be an approximation space, and let X ⊆ U .

• The positive region of X in the approximation space A is

POSC(X) = LC(X)
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• The negative region of X in the approximation space A is

NEGC(X) = LC(U −X)

• The boundary region of X in the approximation space A is

BNDC(X) = U − (POSC(X) ∪NEGC(X))

Corollary 1. For any approximation space A = (U, C) and any X ⊆ U :

POSC(X) = {x ∈ U | ∀C ∈ C(x ∈ C ⇒ C ⊆ X)}

NEGC(X) = {x ∈ U | ∀C ∈ C(x ∈ C ⇒ C ⊆ U −X)}

BNDC(X) = {x ∈ U | ∃C ∈ C(x ∈ C ∧ C ∩X 6= ∅ ∧ C ∩ (U −X) 6= ∅}

The regions defined as above are obviously disjoint, and constitute a partition
of the universe U . Accordingly, any subset X of the universe can be identified
with the three-valued set (POSC(X), NEGC(X), BNDC(X)), which allows us to
build a natural truth-functional logic for reasoning about membership of objects in
covering-based rough sets.

Moreover, we can say that, according to the approximate knowledge regarding
the objects in U available in the approximation space A:

• Elements of POSC(X) certainly belong to X;

• Elements of NEGC(X) certainly do not belong to X;

• We cannot tell if elements of BNDC(X) belong to X or not.

As a result, a natural solution for a logic for reasoning about covering-based
rough set is — exactly like in case of Pawlak’s rough sets — to base its semantics on
three truth values: t — true, f – false, u — unknown, corresponding to the positive,
negative and boundary region of a set, respectively.

3 Syntax and semantics of the language LRS

Now we shall introduce the language LRS of the three-valued logic for reasoning
about covering-based rough sets described in the introduction. Like in [4], formulas
of LRS will contain expressions representing sets of objects (built out of set variables
and set constants by using symbols of set-theoretic operators), variables representing
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individual objects of the universe, the symbol ∈̂ of a three-valued binary predicate
representing membership of an object in a rough set, and the logical connectives
¬,∧,∨, which will be interpreted as negation, conjunction and disjunction in the
3-valued Kleene calculus.

3.1 Syntax of LRS

Definition 5. Assume that:

• OV is a non-empty denumerable set of object variables;

• SV is a non-empty denumerable set of set variables;

• 0 and 1 are set constants

• SV + = SV ∪ {0,1}.

The syntax of the language LRS is defined as follows:

1. The set SE of set expressions of LRS is the least set containing SV + and
closed under the set-theoretic operators −,∪,∩;

2. The set of atomic formulas of LRS is

ARS = {x ∈̂A | x ∈ OV,A ∈ SE}

3. The set FRS of formulas of LRS is the least set containing ARS and closed
under the connectives ¬,∨,∧.

3.2 Semantic frameworks for LRS and interpretation of formulas

The semantics of LRS is based on interpreting the formulas of LRS in semantic
frameworks for that language, built on covering-based approximation spaces and
including valuations of set variables, set constants and object variables.

Definition 6. A semantic framework, or shortly framework, for LRS is an ordered
triple R =< A, v, w >, where:

• A = (U, C) is a covering-based approximation space;

• v : OV → U is a valuation of object variables;

• w : SV + → P(U) is a valuation of set variables and constants such that
w(0) = ∅, w(1) = U .
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For any valuation w : SV + → P(U), by w∗ we shall denote the extension of w to
SE obtained by interpreting −,∪,∩ as the set-theoretic operations of complement,
union and intersection. In other words, for any X ∈ SV + and any A,B ∈ SE:

w∗(X) = w(X) w∗(−A) = U − w(A)
w∗(A ∪B) = w∗(A) ∪ w∗(B) w∗(A ∩B) = w∗(A) ∩w∗(B)

Definition 7. An interpretation of LRS in a framework R =< A, v, w >, where
A = (U, C), is a mapping ιR : FRS → {t, f,u} defined as follows:

1. For any x, y ∈ OV and any A ∈ SE,

ιR(x ∈̂A) =






t if v(x) ∈ PosC(w∗(A))
f if v(x) ∈ NegC(w∗(A))
u if v(x) ∈ BndC(w∗(A))

.

2. For any ϕ,ψ ∈ F ,

• ιR(¬ϕ) =






t if ιR(ϕ) = f

f if ιR(ϕ) = t

u if ιR(ϕ) = u

• ιR(ϕ ∨ ψ) =






t if either ιR(ϕ) = t or ιR(ψ) = t

f if ιR(ϕ) = f and ιR(ψ) = f

u otherwise

• ιR(ϕ ∧ ψ) =






t if ιR(ϕ) = t and ιR(ψ) = t

f if either ιR(ϕ) = f or ιR(ψ) = f

u otherwise

It can be easily seen that the interpretation ιR is a well-defined mapping of the
set of formulas into {t, f,u}. Indeed, as the regions of a rough set are disjoint, Point 1
provides a well-defined interpretation of atomic formulas. Note that ∈̂ is interpreted
as a three-valued relation of membership of an object x in a set A, with the values
t, f,u assigned to objects belonging to the positive region, the negative region and
the boundary of that set, respectively, which is compliant with the character of those
regions discussed in the foregoing. Further, the clauses for ¬,∨,∧ in Point 2 extend
ιR uniquely to complex formulas by interpreting those conjunctives as negation,
disjunction and conjunction in Kleene’s three-valued calculus. In the sequel we will
drop the subscript R in ιR if R is arbitrary or understood.
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3.3 Satisfaction and consequence relations for formulas and se-

quents

To complete the definition of the semantics of LRS , we need to define the notions
of satisfaction and the consequence relation. Since the proof system we are going
to develop for LRS will be a sequent calculus, we will define both the notions for
formulas as well as for sequents.

Definition 8. • By a sequent we mean a structure of the form Γ ⇒ ∆, where
Γ and ∆ are finite sets of formulas. The set of all sequents over the language
LRS is denoted by SeqRS .

• A sequent Σ ∈ SeqRS is called atomic if each formula in Σ is atomic.

Depending on the specific application of rough sets, one can choose either the
strong version of the three-valued semantics of LRS — with t as the only designated
value, or its weak version — with two designated values: t,u. The strong version
was examined in [3], [4] and [17]. In this paper we turn to the weak semantics, which
gives rise to a paraconsistent logic. Consequently, we adopt the following definitions
of satisfaction and consequence:

Definition 9. 1. A formula ϕ ∈ FRS is satisfied by an interpretation ι of LRS,
in symbols ι |= ϕ, if ι(ϕ) 6= f.

2. A formula ϕ ∈ FRS is valid, in symbols |=RS ϕ, if ι |= ϕ for any interpretation
ι of LRS.

3. A set of formulas T ⊆ FRS is satisfied by an interpretation ι , in symbols
ι |= T , if ι |= ϕ for all ϕ ∈ T .

4. A sequent Σ = (Γ ⇒ ∆) is satisfied by an interpretation ι , in symbols ι |= Σ,
iff either ι |= ϕ for some ϕ ∈ ∆, or ι 6|= ψ for some ψ ∈ Γ.

5. A sequent Σ = (Γ ⇒ ∆) is valid, in symbols |=RS Σ, if ι |= Σ for any
interpretation ι of LRS

6. The formula consequence relation in LRS is the relation ⊢RS on P(FRS) ×
FRS such that, for every T ⊂ FRS and every ϕ ∈ FRS , T ⊢RS ϕ if each
interpretation ι of LRS which satisfies T satisfies ϕ too.

7. The sequent consequence relation in LRS is the relation ⊢RS on P(SeqRS) ×
SeqRS such that, for every Q ⊆ SeqRS, and every Σ ∈ SeqRS , Q ⊢RS Σ iff, for
any interpretation ι of LRS , ι |=RS Q implies ι |=RS Σ.
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Note that the use of the same symbol for the formula and sequent consequence
relations will not lead to misunderstanding, for the meaning of the symbol will
always be clear from the context.

It should be also noted that on the atomic formula level the above definition of
formula satisfaction is underpinned by the notion of upper approximation:

Corollary 2. For any framework R, any object variable x and any set expression
A, it obtains ιR |= x ∈̂A iff v(x) ∈ HC(w∗(A)).

The proof follows directly from Definition 7 and from the fact that HC(X) =
POSC(X) ∪BNDC(X) for any set X.

4 Proof system for the logic LRS

Now we shall present a proof system for the logic LRS with the language LRS ,
corresponding to the consequence relation ⊢RS defined in the preceding section.
The deduction formalism we use for LRS is a Gentzen-style sequent calculus.

Sequent calculus CRS

Axioms: (A1) ϕ ⇒ ϕ (A2) x ∈̂0 ⇒ (A3) ⇒ x ∈̂1

Structural rules: weakening, cut

Boolean tautology rules: for any A,B ∈ SE such that A = B is a Boolean
tautology

(taut− l)
Γ, x ∈̂A ⇒ ∆

Γ, x ∈̂B ⇒ ∆
(taut− r)

Γ ⇒ ∆, x ∈̂A
Γ ⇒ ∆, x ∈̂B

Union rules:

(∪ ⇒)
Γ, x ∈̂B ⇒ ∆ Γ, x ∈̂C ⇒ ∆

Γ, x ∈̂B ∪ C ⇒ ∆
(⇒ ∪)

Γ ⇒ ∆, x ∈̂B,x ∈̂C
Γ ⇒ ∆, x ∈̂B ∪ C

Inference rules for Kleene connectives:

(¬ ∈̂ ⇒)
Γ, x ∈̂ −A ⇒ ∆

Γ,¬(x ∈̂A) ⇒ ∆
(⇒ ¬ ∈̂)

Γ ⇒ ∆, x ∈̂ −A

Γ ⇒ ∆,¬(x ∈̂A)

(¬¬ ⇒)
Γ, ϕ ⇒ ∆

Γ,¬¬ϕ ⇒ ∆
(⇒ ¬¬)

Γ ⇒ ∆, ϕ

Γ ⇒ ∆,¬¬ϕ

(∨ ⇒)
Γ, ϕ ⇒ ∆ Γ, ψ ⇒ ∆

Γ, ϕ ∨ ψ ⇒ ∆
(⇒ ∨)

Γ,⇒ ∆, ϕ, ψ

Γ ⇒ ∆, ϕ ∨ ψ
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(¬∨ ⇒)
Γ,¬ϕ,¬ψ ⇒ ∆

Γ,¬(ϕ ∨ ψ) ⇒ ∆
(⇒ ¬∨)

Γ ⇒ ∆,¬ϕ Γ ⇒ ∆,¬ψ
Γ ⇒ ∆,¬(ϕ ∨ ψ)

(∧ ⇒)
Γ, ϕ, ψ ⇒ ∆

Γ, ϕ ∧ ψ ⇒ ∆
(⇒ ∧)

Γ ⇒ ∆, ϕ Γ ⇒ ∆, ψ

Γ ⇒ ∆, ϕ ∧ ψ

(¬∧ ⇒)
Γ,¬ϕ ⇒ ∆ Γ,¬ψ ⇒ ∆

Γ,¬(ϕ ∧ ψ) ⇒ ∆
(⇒ ¬∧)

Γ ⇒ ∆,¬ϕ,¬ψ
Γ ⇒ ∆,¬(ϕ ∧ ψ)

In all axioms and inference rules above we assume that x, y, z ∈ OV , A,B ∈ SE.
For better clarity, let us now explain the axioms and rules of CRS most relevant

to our approach in the context of rough sets.
Consider an arbitrary semantic framework R =< A, v, w > with A = (U, C), and

let ι be the interpretation of LRS in R.
A1 is the basic sequent axiom, which holds for our logic, too, but A2 and A3

require some comment. By Definition 6, w(0) = ∅, so w∗(0) = ∅, NEGC(w∗(0)) = U
and v(x) ∈ NEGC(w∗(0)) for any x. In consequence, ι(x ∈̂0) = f, so ιR 6|= x ∈̂0,
whence ι |= A2. The dual axiom A3 is justified in an analogous way by the fact that
w∗(1) = U , whence for any x we have v(x) ∈ POSC(w∗(1)).

In turn, the tautology rules reflect the fact that under the interpretation ι the
symbols −,∪,∩ in set expressions are interpreted as Boolean operations on sets.

Next, in view of the fact that ι |= (x ∈̂A) iff v(x) ∈ H(w∗(A)) by Corollary 2
, it can be easily shown that the union rules simply reflect the equality HC(B ∪
C) = HC(B) ∪ HC(C) known from Fact 1. Out of the rules for Kleene connectives,
only the first two ones — (¬ ∈⇒ and (⇒ ¬ ∈) — directly involve the rough set
framework; all other rules are just standard sequent rules for the weak semantics of
Kleene three-valued calculus. As to the mentioned rules, they reflect the fact that
ι |= ¬(x ∈̂A) iff ι |= x ∈̂ − A. Indeed: ι |= ¬(x ∈̂A) iff ι(¬(x ∈̂A)) 6= f, which holds
iff ι(x ∈̂A) 6= t. The latter is equivalent to v(x) ∈ U − LC(w∗(A)). Since by Fact 1
we have U − LC(X) = HC(−X) for any set X, then v(x) ∈ HC(U − w∗(A)). As
U − w∗(A) = w∗(−A), we get v(x) ∈ HC(w∗(−A)), and by Corollary 2 our case is
proved.

Reasoning along the lines sketched above, we can easily show the soundness of
CRS:

Lemma 1.

1. The axioms of the system CRS are valid.
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2. For any inference rule ρ of CRS and any framework R for LRS, if the in-
terpretation ι of LRS in R satisfies all the premises of ρ, then ι satisfies the
conclusion of ρ as well.

Clearly, from the above Lemma we can immediately conclude that:

Corollary 3. The inference rules of CRS are strongly sound, i.e. they preserve the
validity of sequents.

5 Strong soundness and completeness of the proof sys-

tem

To prove strong completeness of CRS, we start with simple characterization of valid
single-variable atomic sequents.

Definition 10. For any A,B ∈ SE, we say that:

1. A is Boolean-equivalent to B, and write A ≡ B, iff A = B is a Boolean
tautology;

2. A is Boolean-included in B, and write A ⊑ B, iff A ∪ B = B is a Boolean
tautology, i.e., iff A ∪B ≡ B.

Proposition 1. A sequent Σ = x ∈̂A1, . . . , x ∈̂Ak ⇒ x ∈̂B1, . . . , x ∈̂Bl is valid iff
one of the following conditions is satisfied:

1. B1 ∪B2 ∪ · · · ∪Bl ≡ 1

2. Ai ≡ 0 for some i ≤ k

3. Ai ⊑ B1 ∪B2 ∪ · · · ∪Bl for some i ≤ k

Proof. The backward implication follows easily from Definition 9 and from the se-
mantics of LRS given in Definition 7. To prove the forward implication, we argue
by contradiction.

Assume now that a sequent Σ of the form given above is such that:

(i) B1 ∪B2 ∪ · · · ∪Bl 6≡ 1

(ii) Ai 6≡ 0 for each i ≤ k

(iii) Ai 6⊑ B1 ∪B2 ∪ · · · ∪Bl for each i ≤ k
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We will show that Σ is not valid by constructing a counter-model (precisely speaking,
counter-framework) R for Σ. Define

SVΣ = {X ∈ SV | X occurs in Σ}

SEΣ = {A ∈ SE | A contains only set variables in SVΣ}

As SVΣ is finite, we have

SVΣ = {X1,X2, . . . ,Xn}

for some n. The construction of a counter-model R for Σ is based on the use of the
full disjunctive normal form (DNF) of an expression in SEΣ with respect to SVΣ.
Such a DNF is the union of expressions of the form

Xǫ = Xǫ1

1 ∩Xǫ2

2 ∩ · · · ∩Xǫn
n (2)

where ǫ = (ǫ1, ǫ2, . . . , ǫn) ∈ {−1, 1}n and X1
j = Xj ,X

−1
j = −Xj.

Now let us define

B = B1 ∪B2 ∪ · · · ∪Bl

As DNF(E) ≡ E for any E ∈ SEΣ, from (iii) we get DNF(Ai) 6⊑ DNF(B) for each
i ≤ k. Hence for each i ≤ k there is ǫji ∈ {−1, 1}n such that

Xǫji ∈ DNF(Ai) \ DNF(B) (3)

Let us assign a unique symbol aǫ 6∈ OV ∪ SV to any ǫ ∈ {−1, 1}n. As the universe
of our counter-model R we take

U = {x} ∪ {aǫ | ǫ ∈ {−1, 1}n}

Define

ω(Xǫ) =

{
{x, aǫ} if ǫ = ǫj1

{aǫ} otherwise
(4)

Then it is easy to see that ω maps the set od all DNF components of the form Xǫ to
a partition of U . In consequence, by the well-known properties of such components
ω defines a unique valuation w of set variables in SΣ such that w∗(Xǫ) = ω(Xǫ) for
any ǫ ∈ {−1, 1}n.

Define the covering underlying the approximation space of our intended counter-
model by

C = {C(u) | u ∈ U}
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where

C(u) =

{
{x, aǫj1 , . . . , aǫjk } if u = x
{u} otherwise

(5)

Finally, define the valuation of object variables by v(y) = x for any y ∈ OV .
Then R =< (U, C), v, w > is a well-defined semantic framework for LRS . We will now
show that it represents the desired counter-model for Σ, i.e. that the interpretation
ιR of LRS in R does not satisfy Σ.

First, by (3) we have

aǫji ∈ w∗(Ai) for i = 1, 2, . . . , k

Thus C(x) ∩ w∗(Ai) ⊇ {aǫji } 6= ∅ for each i ≤ k by (5). As C(x) ∈ C and
x ∈ C(x), from Corollary 1 we obtain x 6∈ NEG(w∗(Ai)). In consequence, by
Definition 9 ιR |= x ∈̂Ai for i = 1, 2, . . . , k.

On the other hand, as by (3) Xǫji does not occur in DNF(B) for any i ≤ k and
DNF(B) ≡ B, it obtains aǫji 6∈ w∗(B) for i = 1, 2, . . . , k by (4). What is more, as in
particular Xǫj1 does not occur in DNF(B), we have x 6∈ w∗(B) by (4) too. By (5),
this yields C(x) ∩w∗(B) = ∅. Given that C(x) is the only set C ∈ C with x ∈ C, by
Corollary 1 we get x ∈ NEG(w∗(B)), and so ιR 6|= x ∈̂B. Thus ιR 6|= Σ, which ends
the proof.

Considering that LRS has no means for expressing relationships between object
variables, Proposition 1 implies a similar result for multi-variable atomic sequents:

Corollary 4. An atomic sequent Σ ∈ SeqRS is valid if and only if, for some object
variable x occurring in Σ, the sequent Σx obtained from Σ by deleting all formulas
with variables different from x satisfies one of the conditions of Proposition 1.

The proof is analogous to that of Proposition 1, with the counter-model for
a sequent Σ which does not satisfy any of conditions 1.,2.,3. of that Proposition
constructed by combining the individual counter-models for all single-variable sub-
sequents of Σ, constructed exactly like in the proof of Proposition 1.

As a crucial step towards proving strong completeness of CRS, we will now show
that result for atomic sequents:

Proposition 2. If an atomic sequent Σ ∈ SeqRS is valid, then it is derivable in
CRS, i.e. ⊢CRS Σ.

Proof. For any variable x occurring in Σ, denote by Σx the atomic sequent obtained
out of Σ by deleting all formulas with variables different from x. Since Σ is valid,
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then, by Corollary 4, there exists an x such that Σx satisfies one of the conditions
1., 2., 3. of Proposition 1. Hence, assuming that

Σx = x ∈̂A1, . . . , x ∈̂Ak ⇒ x ∈̂B1, . . . , x ∈̂Bl

we have

(1) either B1 ∪B2 ∪ · · · ∪Bl ≡ 1, or

(2) Ai ≡ 0 for some i ≤ k, or

(3) Ai ⊑ B1 ∪B2 ∪ · · · ∪Bl for some i ≤ k

If (1) holds, then from Axiom A1 and rule (⇒ ∪) applied l − 1 times we obtain
⊢CRS x ∈̂A1, . . . , x ∈̂Ak ⇒ x ∈̂(B1∪· · ·∪Bl). Considering that B1∪B2∪· · ·∪Bl ≡ 1,
from Axiom A3 and rule (taut − r) we get ⊢CRS⇒ x ∈̂(B1 ∪ B2 ∪ · · · ∪ Bl). By
weakening, this yields ⊢CRS x ∈̂A1, . . . , x ∈̂Ak ⇒ x ∈̂(B1 ∪ B2 ∪ · · · ∪ Bl), whence
⊢CRS Σx.

If (2) holds, then from Axiom A2 and rule (taut-l) we get ⊢CRS x ∈ Ai ⇒,
whence ⊢CRS Σx by weakening.

Finally, let us assume that (3) holds. For simplicity, denote B = B1∪B2∪· · ·∪Bl.
Then Ai ⊑ B, which implies (*) Ai ∪B ≡ B by Definition 10.

From Axiom A1 by weakening we get ⊢CRS x ∈̂Ai ⇒ x ∈̂Ai, x ∈ B. By rule
(⇒ ∪), this yields ⊢CRS x ∈̂Ai ⇒ x ∈̂(Ai ∪ B). In view of (*) and rule (taut − r),
we obtain ⊢CRS x ∈̂Ai ⇒ x ∈̂B. By weakening, the latter implies again ⊢CRS Σx.

Thus ⊢CRS Σx in all three cases. As Σx ⊂ Σ in the standard sense of sequent
inclusion, this implies ⊢CRS Σ by weakening.

Proposition 2 is the cornerstone for proving the strong completeness theorem for
the logic LRS :

Theorem 1. The calculus CRS is finitely strongly sound and complete for ⊢RS, i.e.,
for any finite set of sequents S ⊆ SeqRS and any sequent Σ ∈ SeqRS, S ⊢RS Σ iff
S ⊢CRS Σ.

Proof. (Sketch) As the backward implication (soundness) follows from Lemma 1 and
Corollary 3, it suffices to prove the forward implication (completeness). The proof is
by counter-model construction based on Proposition 2 and the maximum saturated
sequent construction used e.g. in [1].

We argue by contradiction. Suppose that for a finite set of sequents S and a
sequent Σ = Γ ⇒ ∆ we have S ⊢RS Σ, but Σ is not derivable from S in CRS. We
shall construct a counter-model ι such that ι |= S but ι 6|= Σ.
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Denote by F (S) the set of all formulae belonging to at least one of the sides in
some sequent in S, and let SV ∗ be the set of all set variables which occur either in
some ϕ ∈ F (S) or in Σ. Since S is finite, so are F (S) and SV ∗. Using the method
shown in in [1], we can construct a sequent Γ′ ⊆ ∆′ such that

(i) Γ ⊆ Γ′, ∆ ⊆ ∆′

(ii) F (S) ⊆ Γ′ ∪ ∆′.

(iii) Γ′ ⇒ ∆′ is not derivable from S in CRS.

The construction is carried out by starting with Σ, and then adding consecutively
linearly ordered formulas in F (S) to either the left- or the right-hand side of the
sequent constructed up to that time, depending on which option results in a sequent
still not derivable from S in CRS. Such a construction is possible because if S 6⊢CRS

(Γi ⇒ ∆i), then, for any ϕ ∈ F (S), we cannot have both S ⊢CRS (Γi ⇒ ∆i, ϕ) and
S ⊢CRS (Γi, ϕ ⇒ ∆i), since this would imply S ⊢CRS (Γi ⇒ ∆i) by cut.

Call a sequent saturated if it is closed under the inference rules in CRS ap-
plied backwards, whereby we assume that closure under the Boolean tautology rules
(taut − l), (taut − r) is limited only to premises with the set expression A in a full
disjunctive normal form with respect to the set SV ∗. By way of example, a sequent
Γ′′ ⇒ ∆′′ is closed under rule (∨ ⇒) applied backwards iff ϕ∨ψ ⊆ Γ′′ implies either
ϕ ∈ Γ′′ or ψ ∈ Γ′′.

Let Γ∗ ⇒ ∆∗ be the extension of Γ′ ⇒ ∆′ to a saturated sequent which is not
derivable from F (S) in CRS (is is easy to see that such a sequent exists; note that
the restriction on the closure under tautology rules ensures that the closure adds
only a finite number of formulas to Γ′ ⇒ ∆′.

Then we can easily see that:

(1) Γ ⊆ Γ∗,∆ ⊆ ∆∗

(2) F (S) ⊆ Γ∗ ∪ ∆∗

(3) Γ∗ ⇒ ∆∗ is saturated and it is not derivable from S in CRS

Now let Σa = Γa ⇒ ∆a be a subsequent of Γ∗ ⇒ ∆∗ consisting of all atomic
formulas in Γ∗ ⇒ ∆∗. Then by (3) S 6⊢CRS Σa, and hence also 6⊢CRS Σa. As Σa is
atomic, by Proposition 2, this implies that Σa is not valid. Accordingly, there exists
a framework R for LRS and an interpretation ι of LRS in R such that ι 6|= Σa. We
shall prove that ι is the desired counter-model for the original sequent Σ too, i.e.
that:

(A) ι 6|= (Γ ⇒ ∆) (B) ι |= Σ′ for each Σ′ ∈ S
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Let us start with (A). As Γ ⊆ Γ∗,∆ ⊆ ∆∗, then in order to prove (A) it suffices to
show that ι 6|= (Γ∗ ⇒ ∆∗). Since the set of designated values for the weak semantics
of LRS is {t,u} and ι(ϕ) ∈ {t, f,u} for any formula ϕ ∈ FRS , this means we have
to prove that:

ι(γ) ∈ {t,u} for any γ ∈ Γ∗ ι(δ) = f for any δ ∈ ∆∗ (6)

As ι 6|= Σa, then (6) holds for all atomic formulas γ ∈ Γ∗, δ ∈ ∆∗. To show that
it holds for complex formulas too, we prove that, for any complex formula ϕ, the
following is true:

(A1) ι(ϕ) ∈

{
{t,u} if ϕ ∈ Γ∗

{f,u} if ¬ϕ ∈ Γ∗ (A2) ι(ϕ) =

{
f if ϕ ∈ ∆∗

t if ¬ϕ ∈ ∆∗

The proof is by induction on the complexity of ϕ, and (A1) and (A2) are proved
simultaneously, making use of the fact that Σ∗ as a saturated sequent is closed under
all rules in CRS applied backwards.

To illustrate the method used, consider first the case of ξ = ¬(x ∈̂A).
If ξ ∈ Γ∗, then x ∈̂ − A is also in Γ∗, since Σ∗ is closed under rule (¬ ∈̂ ⇒)

applied backwards. As (6) holds for all atomic formulas and x ∈̂ −A is atomic, this
yields ι(x ∈̂−A) ∈ {t,u}. However, from Definition 7 and Corollary 1 we can easily
conclude that

ι(x ∈̂A) =






t iff ι(x ∈̂ −A) = f

f iff ι(x ∈̂ −A) = t

u iff ι(x ∈̂ −A) = u

(7)

which implies ι(x ∈̂A) ∈ {f,u} and ι(ξ) = ι(¬(x ∈̂A)) ∈ {t,u} by Definition 7.
Next, if ¬ξ ∈ Γ∗, then ¬¬(x ∈̂A) is in Γ∗, whence also x ∈̂A is in Γ∗ by rule

(¬¬ ⇒). As x ∈̂A is atomic, this yields ι(x ∈̂A) ∈ {t,u} by (6), implying ι(ξ) ∈
{f,u} by Def. 7.

In turn, if ξ ∈ ∆∗, then x ∈̂ − A is also in ∆∗, since Σ∗ is closed under rule
(⇒ ¬ ∈̂) applied backward. As (6) holds for x ∈̂ − A, then ι(x ∈̂ − A) = f, whence
in view of (7) we get ι(x ∈̂A) = t. In consequence, ι(ξ) = ι(¬(x ∈̂A)) = f by Def. 7.

Finally, if ¬ξ ∈ ∆∗, then x ∈̂A is again in ∆∗ by rule (⇒ ¬¬). Hence ι(x ∈̂A) = f

by (6), which implies ι(ξ) = t by Def. 7. Thus (A1) and (A2) hold for ξ.
As another example, assume that (A1), (A2) hold for ϕ,ψ, and that ξ = ϕ ∨ ψ.

If ξ ∈ Γ∗, then either ϕ ∈ Γ∗ or ψ ∈ Γ∗, since Σ∗ is closed under rule (∨ ⇒) applied
backwards. As a result, by the inductive assumption on ϕ,ψ we have either ι(ϕ) = t

or ι(ψ) = t, and consequently ι(ξ) = t by Definition 7. In turn, if ξ ∈ ∆∗, then
ϕ,ψ ∈ ∆∗, and ι(ϕ), ι(ψ) ∈ {f,u} by the inductive assumption, whence ι(ξ) ∈ {f,u}
by Definition 7, too. As a result, (A1) and (A2) hold for ξ too.
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The proof of other cases is similar, and is left to the reader.

It remains to prove (B), i.e., to show that ι |= Σ0 for each Σ0 ∈ S. So let
Σ0 ∈ S. Then Σ0 = ϕ1, . . . , ϕk ⇒ ψ1, . . . , ψl for some integers k, l and formulas
ϕi, ψj , i = 1, . . . , k, j = 1, . . . , l. Clearly, we cannot have both {ϕ1, . . . , ϕk} ⊆ Γ∗

and {ψ1, . . . , ψl} ⊆ ∆∗, for then Γ∗ ⇒ ∆∗ would be derivable from Σ0, and hence
from S, by weakening. Since F (S) ⊆ Γ∗ ∪ ∆∗, this implies that either ϕi ∈ ∆∗ for
some i, or ψj ∈ Γ∗ for some j. Hence by (A1) and (A2), which we have already
proved, we have either ι 6|= ϕi for some i, or ι |= ψj for some j, which implies that
ι |= Σ.

6 Conclusions and future work

The crucial feature of the three-valued logic presented in the paper, which distin-
guishes our approach from others, is the use of variables representing individual
objects (elements) of the universe, and of the membership predicate representing
three-valued rough membership of objects in subsets of the universe. This enables
reasoning about membership of objects in rough sets rather than about rough sets
themselves, i.e. on the object (universe element) level rather than on the rough set
level. In this way, we avoid the problems involved in the latter approach, described
in detail in [10]. Such a solution also allows us to ensure some compositionality of
the semantics despite the problems indicated in [9] and to obtain a strongly sound
and complete sequent calculus for the logic.

The three values t, f,u taken by the rough membership relation correspond to
“crisp" membership of objects in the three basic regions of a rough set: the positive,
negative and boundary one. The weak version of semantics with the two designated
values t,u adopted in the paper amounts to identifying membership of an object x
in a rough set A with its belonging to either the positive region or the boundary
region of A. In other words, the only elements excluded from membership in A by
the logic are those located in the negative region of A.

The calculus of ordinary sequents used here allows for two-way decision making.
Three-way decision rules are not truly necessary here, since — like in case of classical
rough sets — the boundary region is the exact complement of the union of the
negative region and the positive region. Nevertheless, such rules can be obtained
by developing a calculus of three-place sequents for the considered semantics, which
can be easily effected using the general method described in [6].

The use of connectives to form complex formulas enhances the expressive power
of the language, but the 3-valued Kleene connectives used here are just one possi-
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ble choice. Other interesting option, to be explored in the future, are Łukasiewicz
3-valued connectives (including implication), and the non-deterministic connectives
observing the rough set Nmatrix considered in [3]. Exploring these choices is an-
other direction for future work. Still another is to consider a richer language which
allows for expressing relationships between objects — and here the most immediate
future task will be extending the results of this paper to a language featuring the
subordination relation of [17].

Finally, two interesting research directions will be to consider approximate infer-
ence rules, and to apply the approach used here to other versions of the lower and
upper approximations.
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Abstract

Suppose elements a1, . . . , ak−1 of a boolean algebra A are assigned fixed
truth values ρ1, . . . , ρk−1 ∈ {0, 1}, and an element ak is tentatively assigned a
probability value ρ ∈ [0, 1] . Let ak+1 ∈ A. De Finetti showed that there is a
closed interval I(ρ) ⊆ [0, 1] such that the set of probabilities of ak+1 which are
coherent with the probability assignment ρ coincides with I(ρ). Now suppose
ρ undergoes a small perturbation ρ→ ρ+dρ. Using the preservation properties
of coherent sets of betting odds, we study the resulting modification I(ρ) →
I(ρ+ dρ).

Keywords: Dutch Book, de Finetti coherent bet, coherent probability assessment,
measure on a boolean algebra, de Finetti Dutch Book theorem, de Finetti funda-
mental theorem on prevision

1 The dependence of a conclusion on an uncertain
premise

For some polynomial p : N → N let us suppose that the nondeterministic Turing
machineM recognizes instances x of an NP-problem M in p(|x|) computation steps,
with |x| the number of symbols of x. Pick a string y over the alphabet of M and
let {φ1, . . . , φk+1} be the set of boolean formulas given by Cook’s reduction [3] of
the instance y of M to an instance of the boolean satisfiability problem SAT. Let
us assume that φk+1 states “M is in an accepting state, at time p(|y|)”. If each
formula φ1, . . . , φk has been assigned the truth value 1 then the compatibility of this
truth value assignment with the assignment of truth value 1 to φk+1 is equivalent
to saying “M accepts y within p(|y|) steps”.

Now suppose M is replaced by a problem N involving a variant N ofM having
the following properties: a certain set Ψ = {ψ1, . . . , ψh, ψh+1} of boolean formulas
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gives a complete description of the computation tree of N over input y, the formula
ψh+1 states “N is in an accepting state”, but the formula ψh can only be assigned
a probability ρh ∈ [0, 1], rather than the truth value 1. Then one may naturally
ask which assignments of a probability value ρh+1 to bh+1 are “compatible” with
the assignment ψ1 7→ 1, . . . , ψh−1 7→ 1, ψh 7→ ρh. De Finetti gave a satisfactory
definition of “compatible, or coherent, probability assignment” and showed that the
set of coherent probabilities of ψh+1 is a closed interval I ⊆ [0, 1], which depends on
the value of ρh, (see Theorem 3.3). Using the preservation properties of de Finetti
coherent sets of betting odds, we study how I is modified by a small perturbation
ρh → ρh + dρh of the probability of ψh.

The prerequisites for this paper are some acquaintance with boolean algebras,
[21, introductory sections], de Finetti’s notion of a coherent set of betting odds [5,
pp.311-312], [6, Chapter 1], and his Dutch book theorem, [5, §§8-9], [6, pp. 7–8]. To
help the reader, all necessary background material will be provided in the text.

Throughout this paper, the adjective “linear” is understood in the affine sense.

2 The convex set of states of a boolean algebra
Definition 2.1. Let A be a boolean algebra. A map s : A → [0, 1] is said to be
a state of A if it is additive on incompatible elements (in the sense that x ∧ y = 0
implies s(x ∨ y) = s(x) + s(y)), and s(1) = 1.

Remark 2.2. In [21, §3, (C)], s is said to be a “measure satisfying s(1) = 1”. In [13],
s is said to be a “measure”. Also see [14]. Alternative terminologies include variants
of “normalized finitely additive probability measure”. Our present terminology in
this paper is more customary when one regards any boolean algebra as an idempotent
MV-algebra, following Chang [2, Theorem 1.17]. As a matter of fact, in [17, Theorem
2.4] (also see [19, Proposition 10.3]) is it shown that the states of any MV-algebra
A are in one-one correspondence with the states of the unital abelian `-group (G, u)
associated to A by the categorical equivalence Γ established in [16, Theorem 3.9].
See [12] for a detailed account on states of unital partially ordered abelian groups.
When G is countable, Elliott’s classification, [4, 9, 10] shows that (G, u) corresponds,
via Grothendieck’s K0-functor, to precisely one AF C*-algebra A, and the states of
(G, u) correspond to the (tracial) states of A. States of AF C*-algebras provide
a mathematical representation of the states of certain systems arising in quantum
statistical mechanics and quantum field theory, [1]. As noted in [18, Remarks, pp.
240-241] and [19, p. 129], for events sitting in an MV-algebra A, coherence becomes
equivalent to the extendability of β to a state s of A. Thus de Finetti’s Dutch
Book theorem holds unchanged for MV-algebras. Now, the Kroupa-Panti theorem,
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[15, 20], [19, Theorem 10.5], shows that the states of any MV-algebra A are in
one-one correspondence with the regular Borel probability measures on the maximal
spectral space of A. Since MV-algebraic maximal spectral spaces range over all
possible compact Hausdorff spaces, ([19, §4]), one may conclude that de Finetti’s
finitely additive probability theory is equivalent to Kolmogorov’s countably additive
probability theory.

Let SA ⊆ [0, 1]A ⊆ RA denote the convex set of states of A with the restriction
topology of the Tychonoff cube [0, 1]A. For B a subalgebra of a boolean algebra A,
we use the notation

SA |̀B = {s |̀B | s ∈ SA},

where the symbol |̀ denotes restriction. For every boolean algebra A we let hom(A)
denote the set of homomorphisms of A into the boolean algebra {0, 1} and at(A) =
{o ∈ A | o is an atom (i.e., a minimal nonzero element) of A}.

Proposition 2.3. Let A be a boolean algebra. If B is a subalgebra of A then every
state of B has an extension to a state of A, in symbols, SA |̀B = SB.

Proof. For the particular case of states of boolean algebras, this classical extension
theorem was proved by Horn and Tarski in [13, Theorem 1.22].

Proposition 2.4. Let A be a finite boolean algebra. Let at(A) = {o1, . . . , ou}
and hom(A) = {η1, . . . ,ηu}, where ηi is the only homomorphism in hom(A) with
ηi(oi) = 1.

(a) SA coincides with the set of convex combinations of homomorphisms of A
into {0, 1}, in symbols, SA = conv(hom(A)) ⊆ [0, 1]A ⊆ RA. Thus, for every
a ∈ A and s ∈ SA, upon writing s =

∑u
i=1 λiηi, for suitable λi ≥ 0 with∑u

i=1 λi = 1, we have s(a) =
∑
λiηi(a).

(b) Every η ∈ hom(A) is an extremal element of the convex set SA. Conversely,
every extremal state of A is an element of hom(A).

Proof. (a) The finiteness hypothesis ensures that every element a ∈ A is the join of
the atoms it dominates, a =

∨
{o ∈ at(A) | a ≥ o}. Then the additivity property

ensures that every state s of A is uniquely determined by the value it gives to the
atoms of A, in symbols, s(a) =

∑
{s(o) | o ∈ at(A), o ≤ a}. For any o ∈ at(A),

let ηo ∈ hom(A) be specified by ηo(o) = 1. Thus ηo(z) = 0 for all z ∈ at(A)
different from o. It is easy to see that ηo is a state of A. Further, ηo cannot be
written as a convex combination of two or more distinct states of A. In other words,
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ηo is extremal in the convex set SA ⊆ RA. Then every state s of A has the form
s = s(o1) · ηo1 + · · · + s(ou) · ηou

. In particular, every extremal state of A has the
form ηo for some o ∈ at(A).

(b) immediately follows from (a). (Actually, the finiteness of A is not necessary
for (b) to hold.)

Proposition 2.4 now yields:

Proposition 2.5. Let e1, . . . , eu be the unit basis vectors in Ru, with the proviso
that ei = (0, . . . , 0, 1, 0, . . . , 0) has 1 at the ith place. For A a finite boolean algebra
with u atoms, let the (u − 1)-dimensional simplex ∆ ⊆ Ru be defined by ∆ =
conv(e1, . . . , eu). Let hom(A) = {η1, . . . ,ηu}.

(a) The map1 ξ : s =
∑u
i=1 λiηi ∈ SA 7→ s =

∑u
i=1 λiei ∈ ∆, is an affine homeo-

morphism of SA onto ∆.

(b) For every a ∈ A let the function ā : ∆→ [0, 1] be defined by

ā(s) = s(a), for all s ∈ conv(e1, . . . , eu). (1)

Then ā is the only linear function over ∆ satisfying the condition

ā(ej) = ηj(a) for all j = 1, . . . , u. (2)

(c) Upon restricting to {e1, . . . , eu} every linear function ā on ∆ satisfying condi-
tion (2), we obtain the (Stone) isomorphism between A and the boolean algebra
of all {0, 1}-valued functions on {e1, . . . , eu}, with the pointwise operations of
the two-element boolean algebra {0, 1}.

3 De Finetti’s coherent probability assessments and ap-
plications

De Finetti gave the following definition of a coherent system of betting odds:

Definition 3.1. ([5, pp.311-312], [6, Chapter 1]) Let E = {a1, . . . ak} be a finite
subset of a boolean algebra A, and β : E → [0, 1] a map. We then say that β is
a (de Finetti) coherent book in A if for any σ : E → R there is η ∈ hom(A) with∑k
i=1 σ(ai)(β(ai)− η(ai)) ≥ 0.

1 s has a unique representation because the ηi are affinely independent in the vector space RA.
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Intuitively, E is a set of “events” and β(a1), . . . ,β(ak) are their respective betting
odds offered by a bookmaker. These odds form an incoherent set if a bettor can
choose (positive or negative) “stakes” σ(a1), . . . , σ(ak) that guarantee her a minimum
profit of one zillion euros—regardless of the outcome of the events ai. In particular,
by choosing a negative stake σ(ai) the bettor forces the bookmaker to pay her
|σ(ai) · β(ai)| euros, in the hope of winning |σ(ai)| if ai occurs. Thus a negative
stake results in swapping the bookie/bettor roles.

Theorem 3.2. (De Finetti’s Dutch book theorem, [5, §§8-9], [6, pp. 7–8]) Let A
be a boolean algebra, E a finite subset of A, and β : E → [0, 1] a map. Then β is a
coherent book (in A) iff it can be extended to a state of A.

For β : E → [0, 1] and E = {a1, . . . , ak} ⊆ A, we set

SA|β = {s ∈ SA | s ⊇ β} = {s ∈ SA | s |̀E = β}

and for any b ∈ A,
SA|β(b) = {s(b) | s ∈ SA|β}.

In view of Remark 2.2 we may write

SA|β(b) = probabilities of b which are coherent with the book β in A.

Theorem 3.3. (De Finetti’s “Fundamental theorem of probability”, [8, 3.10 and
references therein]) Let β : E → [0, 1] be a map on a subset E = {a1, . . . , ak} of a
boolean algebra A. Then for any b ∈ A the set SA|β(b) is a closed interval contained
in [0, 1]. SA|β(b) is nonempty iff β is a coherent book.

Proof. Let us write β : a1 7→ ρ1, . . . , ak 7→ ρk, with k ≥ 2 to avoid trivialities. Fix
j = 1, . . . , k. By Proposition 2.5, the set of states s of A such that s(aj) = ρj
corresponds, via the map ξ, to the inverse image ā−1

j (ρj). Since āj is linear, ā−1
j (ρj)

coincides with ∆ ∩ Hj for some hyperplane Hj in Ru. As a consequence, the set
ξ(SA|β) coincides with the intersection K = ∆∩H1∩· · ·∩Hk. Again by Proposition
2.5, SA|β(b) = {s(b) | s ⊇ β} = {b̄(s) | s ∈ K} = range(b̄ |̀ K). Since b̄ is continuous
over the connected set K, then SA|β(b) is a closed interval in [0, 1]. By Theorem 3.2,
SA|β(b) 6= ∅ iff SA|β 6= ∅ iff β is a coherent book.

The ambient algebra A is virtually immaterial in Definition 3.1, as well as in
Theorems 3.2 and 3.3. As a matter of fact, from Proposition 2.3 we immediately
have:
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Corollary 3.4. Let β : E → [0, 1] be a map defined on a finite subset E of a boolean
algebra A.

(a) Then the following conditions are equivalent:

(i) β is a coherent book in A;
(ii) β is a coherent book in the subalgebra gen(E) generated by E in A;
(iii) β is a coherent book in any subalgebra C of A containing E.

(b) Let b ∈ A, and B be a subalgebra of A containing E ∪ {b}. Then SA|β(b) =
SB|β(b).

4 Preservation of coherence under quotients

Having just taken care of the preservation properties of (de Finetti) coherence under
extensions and restrictions, we next consider preservation properties under quotients.

For A a boolean algebra and 0 6= θ ∈ A, let 〈θ〉 = {z ∈ A | z ≥ θ} denote the
(principal) filter of A generated by θ. The map

′ : p 7→ p ∧ θ

is a homomorphism of A onto the boolean algebra

A′ = {p ∧ θ | p ∈ A}

equipped with the operations ¬(p′) = (¬p∧θ) = (¬p)′ and p′∧q′ = p∧q∧θ = (p∧q)′.
As is well known, A′ can be identified with the quotient algebra A/〈θ〉 via the
isomorphism p ∧ θ 7→ p/〈θ〉.

Corollary 4.1. Let E = {a1, . . . , ak, θ} ⊆ A.

(a) Suppose β : E → [0, 1] is a coherent book in A with β(θ) = 1. Let the map
β′ : {a′1, . . . , a′k, θ′} → [0, 1] be defined by

β′(θ′) = 1, β′(a′i) = β(ai ∧ θ), i = 1, . . . , k.

Then for all b ∈ A, SA|β(b) = SA′|β′(b′). Thus β′ is a coherent book on
{a′1, . . . , a′k, θ′}, called the quotient book of β.
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(b) Conversely, suppose γ : {a′1, . . . , a′k, θ′} → [0, 1] is a coherent book. Since θ′ is
the unit element of A′, then necessarily γ(θ′) = 1. Define the map γ↑ : E →
[0, 1] by γ↑(θ) = 1 and γ↑(ai) = γ(a′i), for all i = 1, . . . , k. Then γ↑ is a
coherent book on E, and (γ↑)′ = γ. Thus, for all b ∈ A, SA|γ↑(b) = SA′|γ(b′).

Proof. In view of Proposition 2.3 and Corollary 3.4 it is sufficient to argue under
the assumption that A is finite. By Propositions 2.5(c) and 2.4 we may identify A
with the algebra of boolean functions over at(A). Up to canonical isomorphisms,

the ∧-map d ∈ A 7→ d ∧ θ ∈ {a ∧ θ | a ∈ A},

the quotient map d ∈ A 7→ d/〈θ〉, and

the restriction map d ∈ A 7→ d |̀ {o ∈ at(A) | θ ≥ o}

yield the same algebra. Let

H = {η ∈ hom(A) | η(θ) = 1} = {η1, . . . ,ηl}.

Let ζ : H → hom(A′) be defined by

ζ : η ∈ H 7→ η′ ∈ hom(A′),

where η′ : A′ → [0, 1] is uniquely determined by η′(a′) = η(a ∧ θ), for all a ∈ A.
Then

ζ is one-one correspondence between H and hom(A′). (3)

(a) In view of Theorem 3.2 and of the assumed coherence of β, let us suppose
the state s ∈ SA extends β. So, in particular, s(θ) = 1. By Proposition 2.4(b), s is
a convex combination

s = λ1η1 + · · ·+ λlηl

of the homomorphism inH, with uniquely determined coefficients λi. For every atom
o ∈ at(A) which is not dominated by θ (in the sense that o � θ, or equivalently,
o ∧ θ = 0), it must be s(o) = 0. Thus for every a ∈ A,

s(a) = s(a ∧ θ) + s(a ∧ ¬θ) = s(a ∧ θ).

Let s′ be the convex combination

s′ = λ1η′1 + · · ·+ λlη
′
l.
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Then s′ is a state of A′ extending β′. By Theorem 3.2, β′ is coherent. Further, for
all a ∈ A,

s′(a′) = s(a ∧ θ) = s(a).

Thus any two p, q ∈ A with p′ = q′ satisfy s(p) = s(q), whence SA|β(b) = SA′|β′(b′).

(b) In view of (3), the image of any ε ∈ hom(A′) under ζ−1 is the only ε↑ ∈ H
satisfying ε↑(a) = ε(a′) = ε(a ∧ θ) for all a ∈ A. Thus every convex combination

t = µ1ε1 + · · ·+ µvεl ∈ SA′

determines the state t↑ = µ1ε↑1 + · · · + µvε
↑
l ∈ SA. The coherence of γ yields a

state g of A′ extending γ. By Proposition 2.4(b), g is a convex combination of
the homomorphisms εi. Further, g↑ is the combination of the ε↑i with the same
coefficients. Since g↑ extends the map γ↑, then γ↑ is consistent. It follows that
(γ↑)′ = γ. Using (a), we obtain SA|γ↑(b) = SA′|γ(b′), as desired to conclude the
proof.

5 Preservation of coherence under definitions by fresh
variables

Definition 5.1. [21, §13] Let A be a boolean algebra. Two subalgebras B and C
of A are said to be independent if any pair (b, c) ∈ B × C with b 6= 0 and c 6= 0
satisfies b∧c 6= 0. With reference to the notation in Corollary 3.4, we say that a ∈ A
is independent of B if so are the subalgebras gen(a) and B. Finally, we say that
a, b ∈ A are independent if so are the subalgebras gen(a) and gen(b).

By definition we immediately have:

Lemma 5.2. Let a, b be elements of a boolean algebra A. If either a or b belongs to
{0, 1} then a and b are independent. If both a and b do not belong to {0, 1} then
the following conditions are equivalent:

(i) a and b are independent.

(ii) Each of a ∧ b, a ∧ ¬b,¬a ∧ b,¬a ∧ ¬b is 6= 0.

Theorem 5.3. Suppose A is a boolean algebra, β is a coherent book on a set E =
a1, . . . , ak ⊆ A, and a, b ∈ A \ {0, 1} with b independent of gen(E ∪ {a}). Then:

(i) The book β+ = β ∪ {(a↔ b, 1)} is coherent.
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(ii) Every state r extending β+ satisfies r(a) = r(b).

Proof. As a consequence of the independence hypothesis, there is a canonical em-
bedding of the free product

gen(b)q gen(E ∪ {a}),

(called “boolean product” in [21, p.40]), onto a subalgebra F of A. F and the free
product will be identified. In view of Corollary 3.4, it suffices to argue assuming
A finite. Let o1, . . . , ol be the atoms of gen(E ∪ {a}). Since b 6∈ {0, 1}, gen(b) has
precisely two atoms, namely b and ¬b, and is freely generated by b. The set Θ of
atoms of gen(b)q gen(E ∪ {a}) has the form

Θ = {b,¬b} × {o1, . . . , ol}.

Since β is coherent, Theorem 3.2 yields a state s of gen(E ∪ {a}) which extends the
book β. Let τ : Θ→ [0, 1] be the map specified by the following conditions:

τ agrees with s on every atom (b, oi) ∈ Θ with oi ≤ a,

τ agrees with s on every atom (¬b, oj) ∈ Θ with oj ≤ ¬a, and

τ has value 0 on all remaining atoms of gen(b)q gen(E ∪ {a}).

Since s is a state of gen(E ∪ {a}),∑
e∈at(gen(E∪{a}))

s(e) = 1 =
∑
o∈Θ

τ(o).

As a consequence, τ extends to a unique state t of gen(b) q gen(E ∪ {a}), which
agrees with s over gen(E ∪ {a}) ⊆ gen(b)q gen(E ∪ {a}).

We claim that t evaluates to 1 the element a↔ b. To see this, one firstly notes
that an atom o ∈ Θ satisfies o ≤ a ↔ b iff it has the form (b, oi) for oi ≤ a, or
else (¬b, oj) for oj ≤ ¬a. Secondly, by construction, the disjunction d of all atoms
o ≤ a↔ b satisfies s(d) = 1, and our claim is settled.

We have just shown that the book β+ extends to the state t of gen(b)q gen(E ∪
{a}). By Proposition 2.3, β+ extends to a state of A. By Theorem 3.2, β+ is
coherent.

(ii) Let as above, Θ = at(gen(b)q gen(E ∪ {a})). Then

{o ∈ Θ | o ≤ a↔ b} = {o ∈ Θ | o ≤ a ∧ b} ∪ {o ∈ Θ | o ≤ ¬a ∧ ¬b}.

389



Mundici

Since r is a state extending the book β+, then r(a↔ b) = 1, and hence

0 = r(o) for all o ∈ Θ \ {o ∈ Θ | o ≤ a↔ b}.

As a consequence,

r(a) =
∑

o∈Θ, o≤a
r(o) =

∑
o∈Θ, o≤a∧b

r(o) =
∑

o∈Θ, o≤b
r(o) = r(b).

6 Modifying a betting odd
Lemma 6.1. Let A be a boolean algebra and a, b ∈ A. Let ρ∗ : {a} → [0, 1] be
the singleton map assigning value ρ to a. Let SA|ρ∗(b) denote the closed interval
{s(b) | s ∈ SA, s ⊇ ρ∗} ⊆ [0, 1] given by Theorem 3.3.

(a) If a = 1 then ρ∗ is coherent iff ρ = 1.
(b) If a = 0 then ρ∗ is coherent iff ρ = 0.
(c) If a /∈ {0, 1} then for every ρ ∈ [0, 1], ρ∗ is a coherent book.

Proof. (a) and (b) are trivial. For the proof of (c), by hypothesis the subalgebra
gen(a) ⊆ A has at least two atoms, say o1 and o2. Let s be the state of gen(a)
uniquely determined by the stipulation s(o1) = ρ and s(o2) = 1− ρ. Since s extends
ρ∗ in the boolean algebra gen(a), then by Theorem 3.2 ρ∗ is a coherent book in
gen(a). By Corollary 3.4, ρ∗ is a coherent book in A.

Theorem 6.2. Let A be a boolean algebra and a, b ∈ A. Arbitrarily fix ρ ∈ [0, 1]
and let ρ∗ : {a} → [0, 1] be the singleton map defined by ρ∗(a) = ρ. Suppose ρ∗ is a
coherent book. Let, as above,

SA|ρ∗(b) = {s(b) | s ∈ A, s ⊇ ρ∗} = {s(b) | s ∈ A, s(a) = ρ}.

We then have:

(a) If b = 0, SA|ρ∗(b) = {0}. If b = 1, SA|ρ∗(b) = {1}.

(b) If b /∈ {0, 1} we have the following mutually incompatible exhaustive cases:

(i) If b = a then SA|ρ∗(b) = {ρ}.

390



Preservation properties of de Finetti Coherence

(ii) If b = ¬a then SA|ρ∗(b) = {1− ρ}.

(iii) If b 6= a and b ≥ a then SA|ρ∗(b) = [ρ, 1].

(iv) If b 6= a and b ≤ a then SA|ρ∗(b) = [0, ρ].

(v) If b 6= ¬a and b ≤ ¬a then SA|ρ∗(b) = [0, 1− ρ].

(vi) If b 6= ¬a and b ≥ ¬a then SA|ρ∗(b) = [1− ρ, 1].

(vii) If a and b are independent then SA|ρ∗(b) = [0, 1].

Proof. In view of Corollary 3.4, we may assume A finite, say with u atoms, without
loss of generality. By Theorem 3.2, SA|ρ∗(b) is nonempty.

(a) is trivial.

(b) Parts (i) and (ii) are trivial. For (iii)-(vii), let us argue by cases:

Case 1: a /∈ {0, 1}. Then let us partition the set {e1, . . . , eu} of unit basis vectors
in Ru into the following two classes:

E1 = {ej | ā(ej) = 1} and E0 = {ei | ā(ei) = 0}.

By hypothesis, E1 and E0 are nonempty. Throughout the proof of the present case,
the symbols E and F will denote arbitrary edges (1-faces) of ∆, joining a vertex
ej ∈ E1 with a vertex ei ∈ E0.

To prove (iii), we will make repeated use of the identity

SA|ρ∗(b) = {b̄(s) | s ∈∆, ā(s) = ρ},

which follows from Proposition 2.5. By Lemma 6.1, ρ ranges over [0, 1] . The linearity
of ā yields a hyperplane Hρ∗ in Ru such that ā−1(ρ) = ∆ ∩ Hρ∗ . It is impossible
that whenever ā moves from 1 to 0 along an edge E also b̄ does. For, this would
mean b ≤ a, against our standing assumption. So there is E such that ā descends
from 1 to 0 along E , but b̄ ≥ ā keeps constant value 1 over E . Let s be the only
point lying in E such that ā(s) = ρ. Let s be the state corresponding to s via the
affine homeomorphism ξ of Proposition 2.5. Since b̄(s) = 1 and s extends ρ∗ then
1 ∈ SA|ρ∗(b). Since ā ≤ b̄ and all states are order preserving, then s(a) ≤ s(b),
whence no σ < ρ lies in SA|ρ∗(b). So there remains to be proved that ρ ∈ SA|ρ∗(b).
There is an edge F with ā |̀ F = b̄ |̀ F . For otherwise (absurdum hypothesis), the fact
that ā equals 1 at one of the vertices of F implies that b̄ ≥ ā takes the constant
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value 1 over F , with F any possible edge in E1 ∪E2. Since the set of vertices of the
edges in E1∪E2 coincides with {e1, . . . , eu}, then b = 1, which is impossible. So pick
F with ā |̀ F = b̄ |̀ F , together with the only point s ∈ F such that ā(s) = ρ = b̄(s).
This shows that ρ ∈ SA|ρ∗(b).

(iv)-(vi) now follow as routine variants of (iii).
(vii) By Lemma 5.2, the independence of a and b yields an edge E joining a vertex

ej ∈ E1 with a vertex ei ∈ E0, such that b̄(ej) = 0 = b̄(ei), whence b̄ identically
vanishes over E . Pick the point s ∈ E where ā(s) = ρ. From b̄(s) = 0 it follows that
0 ∈ SA|ρ∗(b). To prove that 1 is a member of SA|ρ∗(b), the independence of a and b
yields an edge F such that b̄ is constantly equal to 1 over F . Now let t ∈ F be the
point where ā(t) = ρ. From b̄(s) = 1 it follows that 1 ∈ SA|ρ∗(b). We conclude that
SA|ρ∗(b) = [0, 1].

The proof of Case 1 is thus complete.

Case 2: a = 0. By Lemma 5.2, a and b are independent. The assumed coherence
of ρ∗ entails ρ∗(a) = 0, (Lemma 6.1). Since b /∈ {0, 1}, arguing as in the proof of
Lemma 6.1(c), (with b in place of a), we obtain SA|ρ∗(b) = [0, 1], in agreement with
the conclusion (vii).

Case 3: a = 1. Since a and b are independent, arguing as in Case 2 we again obtain
SA|ρ∗(b) = [0, 1], in agreement with the conclusion (vii).

The preservation properties of de Finetti’s notion of a coherent set of betting
odds now yield:

Corollary 6.3. Let A be a boolean algebra and a1, . . . , ak+1 ∈ A. For each i =
1, . . . , k − 1 let ρi ∈ {0, 1} be fixed truth values. For every ρ ∈ [0, 1], let the map
βρ : {a1, . . . , ak} → [0, 1] be defined by

βρ(a1) = ρ1 , . . . , βρ(ak−1) = ρk−1, βρ(ak) = ρ.

Now let us perturb ρ to ρ + ε for some ε > 0. Suppose βρ±y is a coherent book for
all y satisfying −ε ≤ y ≤ ε. Let the maps φ, ψ, λ : [ρ− ε, ρ+ ε]→ [0, 1] be defined by
stipulating that for all x ∈ [ρ− ε, ρ+ ε],

φ(x) = min(SA|βx
(ak+1)), ψ(x) = max(SA|βx

(ak+1)), λ(x) = ψ(x)− φ(x).

Then the values of the derivatives

dφ
dx (ρ), dψ

dx (ρ), dλ
dx(ρ),

are in the set {−1, 0, 1}.
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Proof. In view of Corollary 3.4, without loss of generality we may assume A finite.
By Theorem 3.2, SA|βx

(ak+1) 6= ∅. Let the map β̂x be obtained from βx replacing ai
by ¬ai whenever βx(ai) = 0 and contextually writing β̂x(¬ai) = 1, (i = 1, . . . , k−1).
Then β̂x is coherent and in fact, SA|βx

(ak+1) = S
A|β̂x

(ak+1). Replacing, if necessary,
βx by β̂x, we may argue under the assumption βx(a1) = · · · = βx(ak−1) = 1, without
loss of generality. For θ = a1 ∧ · · · ∧ ak−1, let 〈θ〉 be the filter of A generated by θ.
Let A′ = A/〈θ〉, a′k+1 = ak+1/〈θ〉 and β′x be the quotient book. By Corollary 4.1(a)
we have SA|βx

(ak+1) = SA′|β′x(a′k+1). An application of Theorem 6.2 to the quotient
algebra A′ now yields the desired conclusion.

Remark 6.4. Closing a circle of ideas, whenever events are coded by boolean for-
mulas φ1, . . . , φk, and books β : {φ1, . . . , φk} → [0, 1] are rational-valued, one is left
with the problem of deciding whether β is a de Finetti coherent book. This is an im-
portant generalization, known as PSAT, of the boolean satisfiability problem SAT.
PSAT is NP-complete, [11]. The proofs of the main results of the present paper are
constructive, and for rational-valued books yield effective methods to compute the
derivatives in Corollary 6.3.
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Abstract
We introduce a relevant justification logic, RJ4, which is a combination of

the relevant logic R and the justification logic J4. We describe the corresponding
class of models, provide the axiomatization and prove that our logic is sound
and complete.

Keywords: Relevant Logic, Justification Logic, Soundness and completeness

1 Introduction
Relevant logics are non-classical logics that avoid the paradoxes of material and strict
implication and provide a more intuitive deductive inference. The central systems
of relevant logic, according to Anderson and Belnap [1], are the system of relevant
implication R, as well as the logic of entailment E.

Justification logic replaces the 2-operator of modal logic by explicit justifica-
tions [2, 5]. That is justification logic features formulas of the form t : A meaning A
is believed for reason t; hence we can reason with and about explicit justifications
for an agent’s belief. The framework of justification logic has been used to formalize
and study a variety of epistemic situations [3, 6, 10, 11, 13, 14, 17].

However, traditional justification logic is based on classical logic and can lead to
some paradoxical situations. One of those situations will be our running example in
this paper.

Example 1. Consider a person A visiting a foreign town, which she does not know
well. In order to get to a certain restaurant, she asks two persons B and C for
the way. Person B says that A can take path P to the restaurant whereas person C
replies that P does not lead to the restaurant and A should take another way. Person
A now has a reason s to believe P and a reason t to believe ¬P . We can formalize
this in justification logic by saying that both

s : P and t : ¬P (1)
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hold. However, under certain natural assumptions, there exists a justification r(s, t)
such that

r(s, t) : (P ∧ ¬P )

holds. Now this implies that for any formula F , there is a justification u such that

u : F (2)

holds. That means for any formula F , person A has a reason to believe F , which,
of course, is an undesirable consequence.

It is the aim of this paper to introduce a justification logic, RJ4, in which situa-
tions of this kind cannot occur, in particular, that means a logic in which (2) does
not follow from (1). We achieve this by combining the relevant logic R with the
justification logic J4.

Meyer [18] proposed the logic NR, which is the relevant logic R equipped with
an S4-style theory of necessity, in order to investigate whether the resulting the-
ory coincides with the theory of entailment provided by Anderson and Belnap [1].
Adapting the semantics for the logic R [19], Routley and Meyer provided a complete
semantics for the logic NR [20].

Our logic RJ4 is similar to NR but instead of the 2-operator, we use explicit
justifications and since we deal with beliefs, we do not include the truth principle
t : A → A in the list of axioms. The choice of axioms for the relevant logic R can
be varied in different ways, e.g., see [12]. We decided to use the first 12 axioms
from [20].

Our relevant justification logic RJ4 is not just a simple combination of R and
J4. The reason is that justification logic includes an application operation on terms,
which is related to implication, i.e., we have the following axiom

t : (A → B) → (s : A → (t · s) : B).

Hence, if the meaning of implication changes, then also the meaning of the applica-
tion operation has to change. This is hidden in the axiomatization, but it becomes
evident in the semantics. There, property (p7) models the relation between justifi-
cations and relevant implication. It shows that there is a true interaction between
those two parts and we cannot simply juxtapose the semantics for R and the one for
J4 to obtain a semantics for RJ4.

Another motivation for this work, i.e., for combining relevant logic with justifi-
cation logic, comes from the philosophical point of view. Namely, if an implication
of the form

s : A → t : B
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holds, then, we argue, the antecedent s : A should be relevant for the consequent
t : B. Note that we do not claim that the justification s itself must be relevant for the
justification t (it is a different topic), but rather that the fact that s is a justification
for A should be relevant for the whole consequent, i.e., that t is a justification for
B.

The contents of this paper are as follows. In Section 2 we present the syntax of
our logic, in Section 3 we provide the axiomatization, while in Section 4 the semantics
is explained. In Section 5 soundness and completeness theorems are proved and we
conclude in Section 6.

2 Syntax
In this section we propose the syntax of the logic RJ4.
Let

Con = {c0, c1, . . . , cn, . . . } be a countable set of constants,

Var = {x0, x1, . . . , xn, . . . } be a countable set of variables, and

Prop = {p0, p1, . . . , pn, . . . } a countable set of atomic propositions.

Definition 1 (Terms). Terms are built from the sets Con and Var as follows:

t ::= c | x | t · t | t∧̃t | t + t | !t,

where c ∈ Con and x ∈ Var. The set of terms will be denoted by Tm.

Note that, in comparison to the definition of terms in the justification logic J4,
we have an additional operation, ∧̃, on terms.

Definition 2 (Formulas). Formulas are build from the sets Prop and Tm as follows:

A ::= p | ¬A | A → A | A ∧ A | A ∨ A | A ◦ A | t : A,

where p ∈ Prop and t ∈ Tm. The set of formulas is denoted by For.

We define A ↔ B as

A ↔ B =def (A → B) ∧ (B → A).

For sets of formulas X and Y , we will use the following notation:

X · Y := {F | G → F ∈ X and G ∈ Y, for some formula G},

X ∧ Y := {F | F = G ∧ H, for some G ∈ X and H ∈ Y },

t : X := {t : F | F ∈ X}.
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3 Axiomatization
There are two groups of axioms for RJ4. The first group are the axioms of the logic
R1:

(A1) A → A

(A2) A → ((A → B) → B)

(A3) (A → B) → ((B → C) → (A → C))

(A4) (A → (A → B)) → (A → B)

(A5) A ∧ B → A

(A6) A ∧ B → B

(A7) (A → B) ∧ (A → C) → (A → B ∧ C)

(A8) A ∧ (B ∨ C) → (A ∧ B) ∨ (A ∧ C)

(A9) ¬¬A → A

(A10) (A → ¬B) → (B → ¬A)

(A11) A ∨ B ↔ ¬(¬A ∧ ¬B)

(A12) A ◦ B ↔ ¬(A → ¬B)

The second group consists of the axioms of J4 plus an additional axiom (A15):

(A13) t : (A → B) → (s : A → (t · s) : B)

(A14) t : A → !t : t : A

(A15) t : A ∧ s : B → (t∧̃s) : (A ∧ B)

(A16) t : A → (t + s) : A and t : A → (s + t) : A

In the axiom (A12) we introduced the binary connective, ◦, which is called
fusion, or intensional conjunction. It is defined via ¬ and →, i.e., introducing it is
the conservative extension of our language. Fusion plays an important role in the

1There are many equivalent ways to axiomatize the logic R. We decided to take the axiomati-
zaiton from [20].
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relevant logic R and its connection with implication is even stronger, namely the
formula

((A ◦ B) → C) ↔ (A → (B → C)) (3)

is valid formula of R. For more details about fusion see, e.g., [16].
To introduce the rules of our logic, we need the following definition:

Definition 3. Constant specification is a set

CS ⊆ {(c, A) | c is a constant and A is an axiom of RJ4}.

Constant specification CS is called axiomatically appropriate if for each axiom A
there exists a constant c ∈ Con, such that (c, A) ∈ CS.

Given a constant specification CS, the deductive system RJ4CS is given by the
axioms of RJ4 and the following rules:

(MP) F F → G

G
(ADJ) F G

F ∧ G
(AN) (c, A) ∈ CS

c : A

where the first rule is called modus ponens, the second adjunction and the last rule
is called axiom necessitation.

As usual in justification logics, we can show the following analogue of the neces-
sitation rule.

Lemma 1 (Constructive necessitation). Let CS be an axiomatically appropriate
constant specification. For each formula A,

RJ4CS ⊢ A implies RJ4CS ⊢ t : A for some term t.

4 Semantics
The semantics for RJ4 is based on a combination of possible world models for R and
basic modular models for J4.

In order to motivate our semantics, let us look closer at the Example 1, i.e., let
us formally prove that in the justification logic J4 with an axiomatically appropriate
constant specification2, for any formula F , there exists a justification term u(s, t),
such that

u(s, t) : F

does follow from
s : P and t : ¬P.

2for more details about J4 and axiomatically appropriate constant specification see, e.g., [5]
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Example 2. Consider a justification logic J4 with an axiomatically appropriate
constant specification and suppose that s : P and t : ¬P hold. Then, we have the
following derivation3:

1) ⊢J4CS P → (¬P → (P ∧ ¬P )) PR

2) ⊢J4CS r : (P → (¬P → (P ∧ ¬P ))) AN

3) ⊢J4CS r : (P → (¬P → (P ∧ ¬P ))) → (s : P → (r · s : (¬P → (P ∧ ¬P )))) J

4) ⊢J4CS s : P → (r · s : (¬P → (P ∧ ¬P ))) 2),3) MP

5) ⊢J4CS r · s : (¬P → (P ∧ ¬P )) → (t : ¬P → ((r · s) · t : (P ∧ ¬P ))) J

6) ⊢J4CS s : P → (t : ¬P → ((r · s) · t) : (P ∧ ¬P )) 4),5) PR

7) ⊢J4CS (s : P ∧ t : ¬P ) → ((r · s) · t : (P ∧ ¬P )) 6) PR

8) ⊢J4CS (r · s) · t : (P ∧ ¬P ) follows from our assumption and 7) using MP

9) ⊢J4CS (P ∧ ¬P ) → F , for any formula F , PR

10) ⊢J4CS t′ : ((P ∧ ¬P ) → F ), AN

11) ⊢J4CS t′ : ((P ∧ ¬P ) → F ) → ((r · s) · t : (P ∧ ¬P ) → t′ · ((r · s) · t) : F ), J

12) ⊢J4CS (r · s) · t : (P ∧ ¬P ) → t′ · ((r · s) · t) : F , 10),11) MP

13) ⊢J4CS t′ · ((r · s) · t) : F , 8),12) MP.

Note that, if "→" represents relevant implication instead of implication of the
classical propositional logic, the derivation above is not possible. Namely, the step
9) does not hold.

Remark 1. If the constant specification is not axiomatically appropriate, then
step 10) in the above example does not hold. Therefore, restricting the constant
specification could be another approach to prevent the derivation of the formula
t′ · ((r · s) · t) : F . However, it is a natural assumption to have an axiomatically
appropriate constant specification, i.e., for each axiom there is a reason to believe
it. Hence we do not use restricted constant specifications but employ a logic based
on relevant implication.

3P R stands for propositional reasoning, AN for axiom necessitation of the logic J4, J for
JAxiom of the logic J4 and MP for modus ponens.
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Our models will be models for relevant logic R, namely we use Routley-Meyer
semantics, i.e., Kripke-style structrure equipped with ternary relation4, where each
world is essentially basic modular model of justification logic (with an additional
constraint for ∧̃), see [4, 15].

Definition 4 (Model). Let CS be an arbitrary constant specification. An RJ4CS-
model is a tuple of the form M = (K, 0, R, ∗, ♠, ν) where:

1. K is a set,

2. 0 ∈ K,

3. R is a ternary relation on K,

4. ∗ is a function ∗ : K → K,

5. ♠ is a function ♠ : Tm × K → P(For),

6. ν is a function ν : K → P(Prop),

that satisfies the following properties:

(p1) a ≤ a,

(p2) Raaa,

(p3) R2abcd ⇒ R2acbd,

(p4) a ≤ b ∧ Rbcd ⇒ Racd,

(p5) Rabc ⇔ Rac∗b∗,

(p6) a∗∗ = a,

(p7) Rabc ⇒ t♠
a · s♠

b ⊆ (t · s)♠
c ,

(p8) a ≤ b ⇒ t♠
a ⊆ t♠

b ,

(p9) s♠
a ∪ t♠

a ⊆ (s + t)♠
a ,

(p10) A ∈ t♠
0 if (t, A) ∈ CS,

4There is no universally accepted intuition behind the ternary relation. For example, Rxyz can
be viewed as that the combination of the pieces of information x and y is a piece of information in
z as well as that set-ups x and y are compatible according to z. For more details about the ternary
relation and various models of R, see [8, 9, 7].
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(p11) t : (t♠
a ) ⊆ (!t)♠

a ,

(p12) s♠
a ∧ t♠

a ⊆ (s∧̃t)♠
a ,

(p13) a ≤ b ⇒ ν(a) ⊆ ν(b),

where
a ≤ b := R0ab,

and
R2abcd := ∃x(Rabx ∧ Rxcd).

We write t♠
a for ♠(t, a) and we call an ordered pair (ν, ♠) valuation.

The property (p7) deserves more attention since it is the only property that
includes both the ternary relation R and justifications, i.e., gives us connection
between Routley-Meyer semantics and justification semantics. Note that the axiom
that corresponds to this property is the axiom (A13). It is the only axiom in the
second group of axioms that has an implication in consequent. Therefore, we need to
guarantee the validity of that implication and the property (p7) gives us a connection
between the ternary relation R and justifications on the worlds that are related by
R.

The property (p7) can also be regarded as a generalization of the following prin-
ciple from basic modular models:

s♠ · t♠ ⊆ (s · t)♠.

Our worlds are basic modular models, so we want that, for any a ∈ K,

s♠
a · t♠

a ⊆ (s · t)♠
a (4)

holds. Indeed, (4) follows from (p7) together with (p2). Hence our semantics is a
true generalization of the traditional semantics for justification logic.

Note that RJ4CS-models do not feature the justification yields belief principle of
modular models [4, 15]. As in models for NR, we could add a binary relation S on K
to RJ4CS-model and require that justification yields belief in the sense of S. This
construction would yield modular models for RJ4.

Definition 5 (Satisfiability relation). Given a model M = (K, 0, R, ∗, ♠, ν) and
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a ∈ K we define a relation |= as follows:

M, a |= p iff p ∈ ν(a), for p ∈ Prop

M, a |= A ∧ B iff M, a |= A and M, a |= B

M, a |= A ∨ B iff M, a |= A or M, a |= B

M, a |= A ◦ B iff Rxya and M, x |= A and M, y |= B, for some x, y ∈ K

M, a |= A → B iff Raxy and M, x |= A imply M, y |= B, for all x, y ∈ K

M, a |= ¬A iff M, a∗ ̸|= A

M, a |= t : A iff A ∈ t♠
a .

We say that a formula A is true at a in M if M, a |= A. Formula A is verified
in M , iff M, 0 |= A. Finally, formula A is CS-valid iff A is verified in every RJ4CS-
model. We will often write a |= A instead of M, a |= A when M is clear from a
context. Also, we say that A entails B if for all a ∈ K, if a |= A then a |= B.

We need a couple of auxiliary lemmas. Let M = (K, 0, R, ∗, ♠, ν) be an arbitrary
model and a, b ∈ K and A, B ∈ For.

Lemma 2 (Hereditary Lemma). If a ≤ b and a |= A, then b |= A.

Proof. In order to prove this Lemma we need a few auxiliary claims, namely:

(i) Rabc ⇒ Rbac;

(ii) a ≤ b ⇒ b∗ ≤ a∗;

(iii) Rabc and c ≤ d ⇒ Rabd.

Proof of (i). Rabc ⇒ R20abc ⇒ R20bac ⇒ Rbac.
First "⇒" holds since both R0aa (p1) and Rabc (assumption) hold. The second "⇒"
is (p3) and the third follows from (p4), since (p4) can be written as R0ab ∧ Rbcd ⇒
Racd, i.e., R20acd ⇒ Racd.
Proof of (ii). Directly from definition of "≤" and (p5), the following derivation holds:

a ≤ b ⇒ R0ab ⇒ R0b∗a∗ ⇒ b∗ ≤ a∗.

Proof of (iii). Using (p5), (i), (p4) together with c ≤ d and (ii), (i), (p5) respectively,
the following holds:

Rabc ⇒ Rac∗b∗ ⇒ Rc∗ab∗ ⇒ Rd∗ab∗ ⇒ Rad∗b∗ ⇒ Rabd.

Proof of Lemma 2. By induction on a length of a formula A.
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1) If A = p ∈ Prop, then the condition (p13), a ≤ b ⇒ ν(a) ⊆ ν(b), ensures the
claim.

2) The cases when A = B ∧ C or A = B ∨ C are trivial.

3) Let A = ¬B and a |= A. That means that a∗ ̸|= B. Since a ≤ b, from (ii) we
have b∗ ≤ a∗. Therefore b∗ ̸|= B, so b |= A.

4) Now, let A = B → C and a |= A. For all x, y with Raxy we have that if
x |= B then y |= C. Suppose that Rbcd and c |= B. The question is whether
d |= C. Since a ≤ b and Rbcd, from (p4) we obtain that Racd and therefore as
a direct consequence of our premise, which holds for every x, y, we have that
d |= C.

5) Let A = B ◦ C. From a |= A we get that there exist x, y, such that Rxya and
x |= B and y |= C. Furthermore, from (iii), since a ≤ b and Rxya we know
that Rxyb. Thus b |= B ◦ C, i.e., b |= A.

6) Finally, let A = t : B and a |= A. That means that B ∈ t♠
a and since a ≤ b,

we have t♠
a ⊆ t♠

b , so B ∈ t♠
b , i.e. b |= A as well. □

In the following, since the majority of proofs are the same as in [19], we will give
the proofs only for those cases that are new.

Lemma 3 (Entailment). A entails B if and only if A → B is verified.

5 Soundness and Completeness

5.1 Soundness

In order to prove soundness we need to prove that every instance of an axiom holds
in arbitrary model and that inference rules preserve validity. We will consider only
the axioms (A13) − (A16).

Theorem 1 (Soundness). Let CS be any constant specification. For each formula
A we have

If RJ4CS ⊢ A then A is CS-valid.

Proof. Since our axioms are of the form X → Y , using Lemma 3, it is enough
to prove that for arbirtary a ∈ K, if a |= X then a |= Y .
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(A13) Suppose that a |= t : (B → C), i.e. B → C ∈ t♠
a . We need to show that

a |= s : B → (t · s) : C. Suppose that Rabc and b |= s : B, i.e. B ∈ s♠
b . Since

B → C ∈ t♠
a , we obtain that C ∈ t♠

a · s♠
b and, because Rabc, t♠

a · s♠
b ⊆ (t · s)♠

c ,
C ∈ (t · s)♠

c , i.e. c |= (t · s) : C.

(A14) Let a |= t : B, i.e. B ∈ t♠
a . Then t : B ∈ t : (t♠

a ) ⊆ (!t)♠
a . Therefore

a |=!t : t : B.

(A15) Now, suppose that a |= t : A ∧ s : B. That means A ∈ t♠
a and B ∈ s♠

a . Hence
A ∧ B ∈ t♠

a ∧ s♠
a ⊆ (t∧̃s)♠

a , so a |= t∧̃s : (A ∧ B).

(A16) Finally, suppose a |= t : A, i.e., A ∈ t♠
a ⊆ t♠

a ∪ s♠
a ⊆ (t + s)♠

a . Therefore
a |= (t + s) : A. The other case is analoguous.

We need to prove that inference rules preserve the validity:

(MP) If a formula A is obtained from B → A and B, we have that 0 |= B → A and
0 |= B, hence 0 |= A, since R000.

(ADJ) The case when a formula is obtained from adjunction is trivial.

(AN) If A is obtained by (AN), then A = c : B, where (c, B) ∈ CS. Therefore,
B ∈ c♠

0 , so 0 |= c : B. □

5.2 Completeness

In order to prove the completeness theorem, we will use a procedure based on [19].
That means that first we develop a calculus of intensional RJ4CS-theories, then a
calculus of intensional T -theories, for a regular intensional theory T and at the end
a calculus of prime intensional theories.

With all this machinery, we are able to define the canonical model, which gives
us the completeness theorem. Below we state all definitions and lemmas that we
need. The majority of the proofs are identical as in [19], so they will be omitted.
We state only the original proofs.

Definition 6. Let T ⊆ For and CS any constant specification. We say that T is

a) an intensional RJ4CS-theory iff T is closed under adjunction and if A ∈ T and
RJ4CS ⊢ A → B, then B ∈ T ;

b) prime iff it is an intensional RJ4CS-theory and if A ∨ B ∈ T , then A ∈ T or
B ∈ T ;

405



Savić and Studer

c) regular iff it contains all theorems of RJ4CS;

d) consistent iff it does not contain the negation of some theorem of RJ4CS.

Lemma 4. Let (ν, ♠) be a valuation in a structure (K, 0, R, ∗) and let a ∈ K. The
set of all formulas F such that a |= F , denoted by T ((ν, ♠), a), is a prime theory. If
0 ≤ a, then T ((ν, ♠), a) is regular.

Definition 7 (Calculus of intensional theories). Let CS be an arbitrary constant
specification. The calculus of intensional theories is the structure H = (H, ⊆, ◦, 0),
where

1) H is the collection of all intensional RJ4CS-theories;

2) ⊆ is set inclusion;

3) ◦ is a binary operation on H defined with

S ◦ T = {C | RJ4CS ⊢ A ◦ B → C, for some A ∈ S and some B ∈ T};

4) 0 is the set of all theorems of RJ4CS.

Lemma 5. The calculus H is a partially ordered commutative monoid, that means,
◦ is associative and commutative operation and 0 is an identity with respect to ◦.
Also, the following holds for all a, b, c ∈ H :
if a ⊆ b then a ◦ c ⊆ b ◦ c;
a ◦ a ⊆ a (square decreasing).

Definition 8 (Intensional T -theory). An intensional T -theory is any set of formulas,
a, which is an intensional RJ4CS-theory and whenever A ∈ a and A → B ∈ T , then
B ∈ a.

Now we define a calculus of intensional T -theories.

Definition 9 (Calculus of intensional T -theories). The calculus of intensional T -
theories is the structure HT = (HT , ⊆, ◦, 0T ), where T is a regular theory, HT is a
set of all intensional T -theories, 0T = T and ◦ and ⊆ are defined as above.

Lemma 6. The calculus HT is a sub-semigroup of H.

Definition 10 (Positive relevant structure (PRS)). The structure (K, 0, R), where
K is a set, 0 ∈ K and R is a ternary relation on K, which satisfies properties
(p1) − (p4) will be called positive relevant structure (PRS).
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Let M = (M, ≤, ◦, 0) be commutative, partially ordered, square decreasing
monoid satisfying that a ≤ b implies a ◦ c ≤ b ◦ c. We say that PRS (M, 0, R)
is associated with M if M is equal to underlying set of M, 0 is equal to identity of
M and R is defined such that Rabc iff a ◦ b ≤ c in M .

Lemma 7. If M is commutative, partially ordered, square decreasing monoid, then
PRS (M, 0, R) associated with M satisfies properties (p1) − (p4).
Furthermore, for all a, b, c, d ∈ M , a ≤ b in M iff a ≤ b in M and R2abcd iff
a ◦ b ◦ c ≤ d in M.
The calculus H is associated with PRS (H, 0, R) and the calculus HT is associated
with PRS (HT , 0T , RT ).

Let T be prime, regular, intensional RJ4CS-theory. Let (HT , 0T , RT ) be the PRS
associated with HT and let H′

T be the subset of HT which consists of all prime
intensional theories in HT . Let 0′

T = T and R′
T restriction of RT to H′

T .

Lemma 8. (H′
T , 0′

T , R′
T ) is a PRS, i.e., satisfies (p1) − (p4).

For a prime intensional theory a, we define a∗ = {A | ¬A /∈ a}.

Lemma 9. Let (H′
T , 0′

T , R′
T ) and ∗ be defined as above. Then (H′

T , 0′
T , R′

T , ∗) is a
relevant structure (RS), i.e., ∗ is an operation on H′

T and properties (p1) − (p6) are
satisfied.

Definition 11 (Canonical model). Let CS be any constant specification. RJ4CS-
model (H′

T , 0′
T , R′

T , ∗, ν, ♠), where (H′
T , 0′

T , R′
T , ∗) is RS from Lemma 9 and a valu-

ation (ν, ♠) defined with:

a) p ∈ ν(a) iff p ∈ a;

b) ♠(t, a) = {A | t : A ∈ a},

will be called canonical T -model.

Lemma 10. The canonical T -model is an RJ4CS-model, i.e., it satisfies properties
(p1) − (p13).

Proof. It follows from Lemma 9 that (p1) − (p6) are satisfied. Let us show the
others.

(p7) Suppose that R′
T abc, i.e., a ◦ b ⊆ c and suppose that A ∈ t♠

a · s♠
b . Hence, there

exist B ∈ s♠
b such that B → A ∈ t♠

a . By definition of ♠, we have that s : B ∈ b
and t : (B → A) ∈ a. Therefore,

(t : (B → A)) ◦ (s : B) ∈ a ◦ b ⊆ c.
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Also, note that, because of 3, the Axiom (A13) is equivalent to

(t : B → A) ◦ (s : B) → (t · s) : A, (5)

so, since c is an intensional RJ4CS-theory, and antecedent of 5 belongs to c, we
obtain that (t · s) : A ∈ c, i.e., A ∈ (t · s)♠

c .

(p8) Let a ⊆ b and A ∈ t♠
a . Then, t : A ∈ a ⊆ b, so, A ∈ t♠

b .

(p9) Let A ∈ s♠
a ∪ t♠

a . First, suppose that A ∈ s♠
a , i.e., s : A ∈ a. Directly from the

Axiom (A16) and intensionality of a we obtain the result. If A ∈ t♠
a , the proof

is analogous.

(p10) If (t, A) ∈ CS, then, because of an axiom necessitation rule, we know that
RJ4CS ⊢ t : A and, since T is regular, t : A ∈ T = 0′

T which implies that
A ∈ t♠

0 .

(p11) Suppose that A ∈ t : (t♠
a ), i.e., exists B ∈ t♠

a , such that A = t : B. Since
B ∈ t♠

a , we know that t : B ∈ a and hence, by Axiom (A14), !t : t : B ∈ a as
well. That means A = t : B ∈ (!t)♠

a .

(p12) Let A ∈ s♠
a ∧ t♠

a . There exist B ∈ s♠
a and C ∈ t♠

a , such that A = B ∧ C. By
definition of ♠, we have that s : B ∈ a and t : C ∈ a and, because of adjunction,
s : B ∧ t : C ∈ a. Again, intensionality gives us that (s∧̃t) : (B ∧ C) ∈ a, i.e.,
A = B ∧ C ∈ (s∧̃t)♠

a .

(p13) If a ⊆ b and p ∈ ν(a), we have that p ∈ a and therefore p ∈ b which concludes
the proof. □

Lemma 11. Let A ∈ For. For all a ∈ H′
T , a |= A iff A ∈ a.

Proof. We will prove only the case when A = t : F , for some F ∈ For.
First suppose that a |= t : F . That means F ∈ t♠

a , hence, by definition of ♠, we
obtain that t : F ∈ a.
For the other direction, suppose that t : F ∈ a. Again, directly by definition we
obtain that F ∈ t♠

a and therefore a |= t : F . □
For the proof of the following lemma, Zorn’s Lemma is necessary.

Lemma 12. Let CS be an arbitrary constant specification. For every non-theorem,
A, there exists a prime, regular RJ4CS-theory which does not contain A.

Theorem 2 (Completeness). For an arbitrary constant specification CS, the system
RJ4CS is semantically complete, i.e.,

if A is CS-valid, then RJ4CS ⊢ A.
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6 Conclusion
In this paper, the logic RJ4 is introduced and its models, which are combination of
Kripke-style models for relevant logic R and basic modular models for justification
logics, are developed. We propose an axiomatization and prove the soundness and
completeness theorem.

As mentioned in the introduction, there is a close relationship between NR and
our logic of relevant justifications. Let RLP be the system RJ4 plus the axiom
t : A → A based on the total constant specification, i.e., every constant justifies every
axiom (including t : A → A). A realization is a mapping from modal formulas to
formulas of justification logic that replaces each 2 with some expression t : (different
occurrences of 2 may be replaced with different terms).

For further work, we plan to prove the realization theorem, i.e.:

Conjecture 1 (Realization). There is a realization r such that for each modal
formula A

NR ⊢ A implies RLP ⊢ r(A).
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Abstract

This paper presents an inquiry into a proof system for a logic based on
four Belnapian truth values, in which any truth value but the pure falsehood is
designated. To this effect, I first implement a certain dualization of what Font
terms ‘Belnap’s logic’, and then show how it can be suitably extended. The
resulting systems are of the Fmla-Set type dually to the standard formulation
of Belnap’s logic and the Exactly True Logic by Pietz and Rivieccio. I restate
some philosophical motivation for the entailment relation of the Fmla-Set type
by briefly comparing it with the usual Set-Fmla logical systems.

1 Preliminaries: Dunn and Belnap’s four-valued seman-

tics and designated truth values

J.Michael Dunn in his doctoral dissertation [9] initiated a strategy of semantic anal-
ysis, according to which sentences can systematically be considered not just true, or
just false, but also neither true nor false, or both true and false simultaneously. This
strategy has been technically implemented by constructing an ‘intuitive semantics
for first-degree entailment’ in [10]; see also a comprehensive discussion (and gener-
alization) of the subject in [11, 12]. Motivations for this approach may be various
such as argumentative discourse, contradictory or incomplete theoretical systems,
and philosophical paradoxes.

Following this strategy, Nuel Belnap [6, 7] introduced some weighty considera-
tions from the computing field, in which sources and databases are often far from
perfect, which forces the computers to deal with unreliable or corrupt information.
Therefore, one arrives at four (generalized) truth values, according to the informa-
tion that is ‘told’ to a computer with respect to a given sentence: ‘just told True’,
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‘just told False’, ‘told neither True nor False’, ‘told both True and False’ (where
‘True’ and ‘False’ are ordinary classical truth values). It is most common to label
these generalized truth values T , F , N , and B, respectively.

Let sentential language L be defined as follows:

ϕ ::“ p | ϕ ^ ϕ | ϕ_ ϕ | „ϕ.

In line with the principles of semantic analysis sketched above, define valuation
v as a map from the set of sentential variables to the subsets of the set of classical
truth-values tt, fu. This valuation is extended to the whole language by the following
conditions:

Definition 1.1.

(1) t P vpϕ ^ ψq ô t P vpϕq and t P vpψq,

f P vpϕ ^ ψq ô f P vpϕq or f P vpψq;

(2) t P vpϕ _ ψq ô t P vpϕq or t P vpψq,

f P vpϕ _ ψq ô f P vpϕq and f P vpψq;

(3) t P vp„ϕq ô f P vpϕq,

f P vp„ϕq ô t P vpϕq.

Belnapian four truth values (being ascribed to a sentence ϕ) are then explicated as
follows:

vpϕq “ B (told both True and False) ô t P vpϕq and f P vpϕq,

vpϕq “ T (just told True) ô t P vpϕq and f R vpϕq,

vpϕq “ F (just told False) ô t R vpϕq and f P vpϕq,

vpϕq “ N (told neither True nor False) ô t R vpϕq and f R vpϕq.

One therefore obtains an elegant semantic construction built on the “four values
and three connectives” system, which can further be employed to determine entail-
ment relation as a tool for “evaluating inferences”, and finally, to obtain “logic, that
is, a canon of inference” [6, p. 15]. This is normally done by marking certain truth
values as designated, and by defining entailment as a relation that preserves this
designated status in the course of reasoning.

Which values should be taken as designated among the Belnapian B, T , F ,
and N? This question can be answered differently depending on the underlying
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philosophical intuitions and the goals of logical analysis. Clearly, the pure falsehood
F should be disqualified from the very outset. Four options are possible for the
remaining three.

One option is to pick out tT,Bu as the set of designated truth values, which is
the mainstream choice for Dunn and Belnap’s four-valued semantics. A truth value
is considered then to be designated if and only if it contains t (the classical True),
being thus at least true. This choice is founded on the idea that entailment relation
“never leads us from told True to the absence of told True (preserves Truth)” [3,
p. 519] and brings about the system of ‘tautological entailments’ of relevant logic,
see [2, Chapter III].

Alternatively, one can follow a dual intuition that “implication, entailment, va-
lidity, etc. should have as much to do with falsity preservation as with truth
preservation—it is just that the direction is reversed” [10, p. 165]. Here it is im-
portant that valid entailment “never leads us from the absence of told False to told
False (preserves non-Falsity)” [3, p. 519]. From this perspective a truth value is con-
sidered non-designated if and only if it is at least not false, containing thus f (the
classical False), and the corresponding set of designated truth values will be tT,Nu.

In the framework of the four-valued semantics, the above two choices are equiv-
alent in the sense that they determine one and the same entailment relation (when
defined on the same sets of premises and conclusions), see [10, p. 165], [12, p. 10], [13,
Proposition 2.3]. Still, formally we have here two different choices of two different
sets of designated truth values.

Andreas Pietz1 and Umberto Rivieccio in [21] investigated a logic based on Bel-
napian four truth values, but with only T as designated. They give an informal
motivation for such an ‘exactly true logic’, ensuring thus “a consequence relation
that preserves truth-and-non-falsity” [21, p. 128]. This logic validates certain prin-
ciples that are not valid in the original Dunn-Belnap’s semantics, but is still not
collapsed into classical logic.

One remaining option deserves attention: to allow as designated any truth value,
except the worst one. According to Belnap, “the worst thing to be told is that
something you cling to is false, simpliciter” [3, p. 516]. So, T is the “best of all”
[ibid], N and B still hold out a hope of a better outcome, and only F is irrecoverable.
Hence, it is reasonable to pose a question using the logic with tN,T,Bu as the subset
of distinguished elements among the four Belnapian truth values. Such a logic should
ensure preservation of everything but the (outright) falsehood.

João Marcos in [20] differentiates between entailment relations based on the sets
of designated truth values tT u, tT,Bu and tN,T,Bu. He shows how these relations

1After the name change—Andreas Kapsner.
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can be explicated by “uniform classic-like semantical and proof-theoretical frame-
works” in terms of bivaluations and the corresponding two-signed tableau systems.
It is observed that “the inner structure of the four-valued formalism could be seen
as a result from a natural combination of classical logic with itself” [20, p. 290].

The present paper is a companion article to [24] extending it by a detail ex-
amination of some characteristic features of the entailment relation based on the
set of designated truth values tN,T,Bu, and addresing the problem of its deduc-
tive formalization. Section 2 recalls a specific proof-theoretic characterization of the
Dunn-Belnap semantics, considered by Josep Maria Font in [13] under the name
‘Belnap’s logic’ in the form of a ‘Hilbert-style calculus’. Section 3 briefly reviews a
way of extending Belnap’s logic, proposed by Pietz and Rivieccio to get their system
ETL for a four-valued logic with T as the sole designated truth-value. Following this,
Section 4 describes a dualization of Belnap’s logic obtained by inverting its inference
rules, and the corresponding definition of the entailment relation. Section 5 proceeds
to certain extension of dual Belnap’s logic resulting in logical system NFL (‘non-
falsity logic’) for grasping the entailment relation for a backward preservation of the
pure falsity (F ). This system is proved to be sound and complete with respect to the
intended semantics, and thus presents a solution of the stated problem. The paper
is concluded with some philosophical explanations of the logics under consideration.

2 A Hilbert-style presentation of Belnap’s logic

Font in [13, p. 5] associates ‘Belnap’s four-valued logic’ with an entailment relation
of the Set-Fmla2 type, that is, “a relation (B between arbitrary sets of sentences
and a sentence”. Consider the following definition of (B:

Definition 2.1. Let Γ be any set of formulas, and ψ be any formula.
Then Γ (B ψ “df @v : p@ϕ P Γ : t P vpϕqq ñ t P vpψq.3

This definition implies an acceptance of tT,Bu as the set of designated truth
values, stating explicitly the preservation of classical truth (t) from premises to
the conclusion. Moreover, the following lemma ensures the preservation of classical
falsity (f) in a backward direction:

Lemma 2.2. Γ (B ψ ô @v : f P vpψq ñ pDϕ P Γ : f P vpϕqq.

Proof. See proof of Lemma 2.2 in [24].

2Cf. the classification of logical frameworks in [18, p. 198].
3Generally, Γ may be infinite, but in view of the well-known compactness property it is enough

to consider some finite subset of Γ, cf. Definition 2.1 in [13].
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This well-known result reinforces the point that Belnap’s logic could equivalently
be defined through the set of designated truth values tT,Nu. Because both ways of
characterizing (B are equivalent, we take the set tT,Bu determined by Definition 2.1
to be the canonical set of designated truth values for Belnap’s logic.

For a proof-theoretic characterization of (B, Font considers a specific system,
which he describes as a “Hilbert-style axiomatization” of Belnap’s logic [13, p. 10],
denoting it $H . This system comprises only the so-called direct rules of inferences
of the form Γ $ ψ (organized vertically in a two-level shape), and has no axioms.
The set of rules for $H is as follows:

(R1)
ϕ^ ψ

ϕ
(R2)

ϕ^ ψ

ψ
(R3)

ϕ,ψ

ϕ ^ ψ

(R4)
ϕ

ϕ_ ψ
(R5)

ϕ_ ψ

ψ _ ϕ
(R6)

ϕ _ ϕ

ϕ

(R7)
ϕ_ pψ _ χq

pϕ _ ψq _ χ
(R8)

ϕ _ pψ ^ χq

pϕ _ ψq ^ pϕ _ χq
(R9)

pϕ _ ψq ^ pϕ _ χq

ϕ _ pψ ^ χq

(R10)
ϕ _ ψ

„„ϕ_ ψ
(R11)

„„ϕ _ ψ

ϕ_ ψ
(R12)

„pϕ _ ψq _ χ

p„ϕ ^ „ψq _ χ

(R13)
p„ϕ ^ „ψq _ χ

„pϕ _ ψq _ χ
(R14)

„pϕ ^ ψq _ χ

p„ϕ _ „ψq _ χ
(R15)

p„ϕ _ „ψq _ χ

„pϕ ^ ψq _ χ

Let us take a closer look at some deductive features of $H . Remarkably, it has
no theorems (which is no surprise—no axioms, no theorems). Thus, this system
is designed to establish (non-degenerate) valid consequences of the form Γ $ ψ,
where Γ is non-empty. Elements of Γ can be called assumption formulas, and ψ is
a conclusion derivable from Γ. Accounting for Font’s characterization of $H as a
“Hilbert-style presentation”, an inference (or derivation) of ψ from Γ in $H should
be defined as a finite consecutive list of (occurrences of) formulas, each of which
either belongs to Γ or comes by an inference rule from some formulas preceding it
in the list, and the last formula of which is ψ (cf. [19, p. 35]). If there is an inference
of ψ from Γ in $H , then ψ is derivable from Γ in $H , and consequence Γ $ ψ is
said to be valid in $H .

Let Γ $H ψ means that consequence Γ $ ψ is valid in $H . By way of illustration,
consider inferences for the following consequences: (a) ϕ $H „„ϕ and (b) ϕ^ψ $H

„„ϕ ^ ψ.

415



Shramko

(a):
1. ϕ (assumption)
2. ϕ _ „„ϕ 1: (R4)
3. „„ϕ _ „„ϕ 2: (R10)
4. „„ϕ 3: (R6)

(b):
1. ϕ^ ψ (assumption)
2. ϕ 1: (R1)
3. „„ϕ 2: (a)
4. ϕ^ ψ (assumption)
5. ψ 4: (R2)
6. „„ϕ ^ ψ 3, 5: (R3)

For more examples of this inferential technique in systems like $H one may wish
to consult [15, pp. 125-126]. Observe, that taken literary (b) presents an inference
ϕ ^ ψ,ϕ ^ ψ $H „„ϕ ^ ψ. However, since Γ is considered to be a genuine set,
consequence with a contracted assumptions set holds with no additional structural
adjustments.

Interestingly Font, despite of his “Hilbert-style” characterization of $H , suggests
also a construction of its inferences in a tree-like form resembling natural deduction,
see [13, p. 11]. This suggestion can be exemplified by the following inferences of the
consequences (a) and (b) above:

(a)

ϕ
(R4)ϕ _ „„ϕ

(R10)„„ϕ_ „„ϕ
(R6)„„ϕ

(b)

ϕ ^ ψ
(R1)ϕ
(a)„„ϕ

ϕ ^ ψ
(R2)

ψ
(R3)

„„ϕ^ ψ

As one can see, through such a construction inferences are evolving as direct
derivations in the form of trees, possibly branching upwards. The derived formula
constitutes the root of a tree, whereas its leaves stand for the formulas from which the
root is derived (assumptions). Such form of inferences could be rather convenient
and illustrative for explaining the main point of a proof-theoretic dualization of
Belnap’s logic, considered in Section 4 below.

The following fact helps to simplify inferences in $H by eliminating extraneous
disjunctions and turning disjunctions into conjunctions if required:

Lemma 2.3. For every rule (R10)–(R15) of the form
ϕ_ χ

ψ _ χ
the following rules are

derivable in $H : (a)
ϕ

ψ
; (b)

ϕ ^ χ

ψ ^ χ
.

Proof. See Proposition 3.2 in [13].

In particular, this lemma allows to establish all the properties of De Morgan
negation for „. System $H is sound and complete with respect to Definition 2.1:

Theorem 2.4. Γ $H ψ ô Γ (B ψ.

Proof. See Theorem 3.11 in [13].
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3 Disjunction elimination and exactly true logic

As already observed, inference rules in $H are all direct regulations ensuring a
straightforward transition from premise(s) to conclusion. The first three rules deliver
a complete inferential characterization of conjunction: (R1), (R2) for conjunction
elimination and (R3) for conjunction introduction. The situation with disjunction
is more intricate because the property of disjunction elimination is inexpressible
within the Set-Fmla framework by a direct inference rule. Considering such an
inexpressibility, this property is compensated in $H by certain additional rules,
most crucially, rules (R10)–(R15) with an additional disjunctive context attached to
the usual double negation and De Morgan laws.

However, the property of disjunction elimination holds in $H in a form of a
meta-principle (or an admissible meta-rule), as is stated in the following lemma:

Lemma 3.1. If ϕ $H χ and ψ $H χ, then ϕ _ ψ $H χ.

Proof. As observed in the proof of Proposition 3.3 in [13], if ϕ $H ψ, then ϕ_χ $H

ψ _ χ. Now, assume ϕ $H χ and ψ $H χ. By the above observation, and using
(R5), we obtain: (*) ϕ _ ψ $H χ _ ψ and (**) χ _ ψ $H χ _ χ. The following
inference completes the proof:

1. ϕ _ ψ (assumption)
2. χ_ ψ 1: (*)
3. χ_ χ 2: (**)
4. χ 3: (R6)

Analogously, the property of contraposition is an admissible meta-principle in
$H :

Lemma 3.2. If ϕ $H ψ, then „ψ $H „ϕ.

Proof. It is enough to show that the contrapositive versions of all the rules (R1)–
(R15) are also the rules of $H .

The absence of disjunction elimination among the derivable principles of $H

allows for some interesting extensions that would otherwise be impossible. For
example, Pietz and Rivieccio [21] employ it to obtain a deductive characterization
for their ‘exactly true logic’, which accepts T as the only designated truth value.
Namely, consider the following definition:
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Definition 3.3. Γ (T ψ “df @v : p@ϕ P Γ : vpϕq “ T q ñ vpψq “ T.

The corresponding proof-system ETL can be obtained by extending $H with
the following rule of inference:4

(R16)
ϕ^ p„ϕ _ ψq

ψ

Some properties of ETL are worthy of note. First, it validates ex contradictione
quodlibet, that is, ϕ ^ „ϕ $ETL ψ holds. However, contraposition and disjunction
elimination are not admissible meta-principles of ETL; therefore, it does not collapse
to classical or Kleene’s logic. In particular, the classically valid consequence „ψ $
„pϕ^ „ϕq (and more generally ψ $ ϕ_ „ϕ) fails in ETL, which is evidence for the
non-admissibility of contraposition. To see that disjunction elimination is also not
admissible, it is sufficient to observe that pϕ^ „ϕq _ pψ ^ „ψq $ χ (valid in strong
Kleene) fails in ETL, even though both ϕ ^ „ϕ $ETL χ and ψ ^ „ψ $ETL χ hold.
Pietz and Rivieccio dub the latter property “anti-primeness” [21, p. 129].

ETL is sound and complete with respect to (T :

Theorem 3.4. Γ $ETL ψ ô Γ (T ψ.

Proof. See Theorem 3.4 in [21].

4 A dualization of Belnap’s logic

Now, it is time to look at the four-valued consequence relations from a somewhat
different (in fact, dual) perspective. Heinrich Wansing rightly remarks that “[t]he
term ‘duality’ has several meanings even in mathematics” [27, p. 486]. However, as
Michael Atiyah once noted, “[f]undamentally, duality gives two different points of
view of looking at the same object” [4, p. 69].

Proceeding from the basic logical duality between Fregean the True and the False
(to wit, classical t and f) one can first arrive at a duality between sentences of the
object language L (with ^ and _), cf. [19, pp. 21-25], and then at a duality between
expressions about consequence (most generally conceived as a relation between ar-
bitrary sets of sentences of L), based on the use of the concept of duality as “related
to order reversal” [27, p. 486].

4In [21, p. 133] this rule is called “disjunctive syllogism”, which is not quite accurate because
the latter name is generally reserved for a slightly different principle, saying „ϕ^ pϕ_ ψq $ ψ. In
fact, (R16) presents an ordinary rule of modus ponens for a material conditional standardly defined
through a disjunction in which the antecedent is negated, and in such a form this rule is often
referred to in the literature as ‘Ackermann’s rule γ’, see [1, p. 119].
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Definition 4.1. Let ϕ, ψ be any sentences of L, and let ϕd be obtained from ϕ
by interchanging between ^ and _, and replacing every atomic sentence with its
negation (and likewise for ψd). Let Γd “ tϕd : ϕ P Γu, and ∆d “ tψd : ψ P ∆u
where Γ, ∆ are non-empty sets of sentences of L. Then ∆d $ Γd is said to be dual
to Γ $ ∆.

An easy induction on the length of a formula gives for any formula ϕ, and for
any valuation v:

Lemma 4.2. t P vpϕq ô f P vpϕdq, and f P vpϕq ô t P vpϕdq.

Next step is to extend the notion of duality to logical systems (formulated in
language L) in general:

Definition 4.3. Logical system L is said to be self-dual if Γ $L ∆ ô ∆d $L Γd;
logical systems L1 and L2 are said to be mutually dual if Γ $L1

∆ ô ∆d $L2
Γd.

Notice again that Definitions 4.1 and 4.3 generally involve consequence expres-
sions of the Set-Set framework. Expressions of Belnap’s logic can be viewed as
a special case of Set-Set consequence expressions with the singleton restriction in
the succedent. Clearly, by definition, neither $H nor ETL are self-dual, and cannot
be such, precisely because they deal with the asymmetric consequence expressions
of the Set-Fmla type.

This suggests a way of a structural dualization of $H (and ETL) by constructing
the corresponding logical system of a Fmla-Set framework. Namely, a ‘Hilbert-
style axiomatization’ of the dual Belnap logic $dH can be formulated as follows:

(R1d)
ϕ

ϕ _ ψ
(R2d)

ψ

ϕ _ ψ
(R3d)

ϕ _ ψ

ϕ,ψ

(R4d)
ϕ ^ ψ

ϕ
(R5d)

ϕ ^ ψ

ψ ^ ϕ
(R6d)

ϕ

ϕ ^ ϕ

(R7d)
pϕ ^ ψq ^ χ

ϕ ^ pψ ^ χq
(R8d)

pϕ ^ ψq _ pϕ ^ χq

ϕ^ pψ _ χq
(R9d)

ϕ^ pψ _ χq

pϕ ^ ψq _ pϕ ^ χq

(R10d)
„„ϕ ^ ψ

ϕ ^ ψ
(R11d)

ϕ ^ ψ

„„ϕ^ ψ
(R12d)

p„ϕ _ „ψq ^ χ

„pϕ ^ ψq ^ χ

(R13d)
„pϕ ^ ψq ^ χ

p„ϕ_ „ψq ^ χ
(R14d)

p„ϕ ^ „ψq ^ χ

„pϕ _ ψq ^ χ
(R15d)

„pϕ _ ψq ^ χ

p„ϕ ^ „ψq ^ χ

This system manipulates consequence expressions of the Fmla-Set type, i.e.,
is designed to establish valid consequences of the form ϕ $ ∆. Every inference in
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$dH has only one assumption, and a non-empty set of conclusions. Intuitively, an
expression ϕ $ ∆ means that at least one sentence among the elements of ∆ is
derivable from ϕ.5

To put it formally, an inference (or derivation) of ∆ from ϕ in $dH is a finite
consecutive list of (occurrences of) formulas, the first of which is ϕ. All other for-
mulas of the list are formed by applying the inference rules to formulas that precede
these in the list, with ∆ being the set of terminating formulas of the inference. A
formula is terminating if and only if it has such an occurrence in the list, that is never
used later as a premise of an inference rule applied in this inference. If there is an
inference of ∆ from ϕ in $dH , then ∆ is derivable from ϕ in $dH , and consequence
ϕ $ ∆ is said to be valid in $dH .

By way of example consider the inferences in $dH of the dual versions of formulas
(a) and (b) above: (ad) „„ϕ $dH ϕ and (bd) „„ϕ_ ψ $dH ϕ _ ψ.

(ad):
1. „„ϕ (assumption)
2. „„ϕ ^ „„ϕ 1: (R6d)
3. ϕ ^ „„ϕ 2: (R10d)
4. ϕ 3: (R4d), termination

(bd):
1. „„ϕ_ ψ (assumption)
2. „„ϕ 1: (R3d)
3. ψ 1: (R3d)
4. ϕ _ ψ 3: (R2d), term.
5. ϕ 2: (ad)
6. ϕ _ ψ 5: (R1d), term.

Note, that we had to infer the formula ϕ_ ψ twice, since without steps 5–6 the
formula „„ϕ would be terminating, and we would had the inference of „„ϕ_ψ $dH

„„ϕ,ϕ _ ψ instead of (bd).
One can also construct inferences in $dH in a form of derivation trees, which—

dually to the trees in $H—may branch downwards. Any derivation tree in $dH has
only one leaf, but can have many roots. The leaf of a tree stands for the formula from
which its conclusions (roots) are derived. As an illustration consider the following
derivation tree for (bd):

„„ϕ _ ψ
(R3d)„„ϕ

(ad)ϕ
(R1d)

ϕ _ ψ

ψ
(R2d)

ϕ_ ψ

It is not difficult to obtain the dual version of Lemma 2.3:

5It is notable, that the reading of ϕ $ ∆ as “ϕ entails ψ
1
, or ψ

2
, . . . , or ψ

n
, where

ψ
1
, ψ

2
, . . . , ψ

n
“ ∆” is possible, but not inevitable. Rather the reading “ϕ entails ψ

i
, for some

ϕ
i

P ∆” seems preferable.
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Lemma 4.4. For each rule (Rid) (10 ď i ď 15) of the form
ϕ ^ χ

ψ ^ χ
, the following

rules hold: (a)
ϕ

ψ
, and (b)

ϕ_ χ

ψ _ χ
.

The duality between $H and $dH are established by the following theorem:

Theorem 4.5. Γ $H ψ ô ψd $dH Γd.

Proof. To prove this theorem it is enough to observe that the dual version of every
rule of $H is derivable in $dH and vice versa.

It is most natural to define entailment relation of the Fmla-Set type as a relation
that backwardly preserves classical falsity (f) from conclusions to the assumption:

Definition 4.6. ϕ (DB ∆ “df @v : p@ψ P ∆ : f P vpψqq ñ f P vpϕq.

One can observe a semantical duality between (B and (DB:

Theorem 4.7. For any Γ, for any ψ : Γ (B ψ ô ψd (DB Γd.

Proof. Consider arbitrary Γ and ψ. Let @v : p@ϕ P Γ : t P vpϕqq ñ t P vpψq.
Assume, Dv : p@ϕd P Γd : f P vpϕdqq and f R vpψdq. By using Lemma 4.2 one very
quickly gets a contradiction. The proof of the converse is similar.

Definition 4.6 explicitly suggests tT,Nu as the set of designated truth values
(and hence, dually to Definition 2.1, tF,Bu as the set of non-designated values).
Still, just like (B, relation (DB preserves classical truth in the forward direction, as
the following lemma states, being obtained by a simple dualization of Lemma 2.2:

Lemma 4.8. ϕ (DB ∆ ô @v : t P vpϕq ñ pDψ P ∆ : t P vpψqq.

Proof. For every valuation v define its dual v˚, such that t P v˚ppq ô f R vppq, and
f P v˚ppq ô t R vppq. A direct induction extends this valuation to any formula of
the language. Now, assume ϕ (DB ∆. Consider an arbitrary valuation v, such that
@ψ P ∆ : t R vpψq. We have then @ψ P ∆ : f P v˚pψq, and hence, f P v˚pϕq. Thus,
t R vpϕq. The proof of the converse is similar.

Dually to $H , conjunction introduction and contraposition are inexpressible in
$dH as direct inference rules. Nevertheless, admissibility of the corresponding meta-
principles can be obtained in $dH by dualization of Lemma 3.1 and Lemma 3.2:

Lemma 4.9. If ϕ $dH ψ and ϕ $dH χ, then ϕ $dH ψ ^ χ.
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Lemma 4.10. If ϕ $dH ψ, then „ψ $dH „ϕ.

System $dH is sound with respect to Definition 4.6:

Theorem 4.11. If ϕ $dH ∆, then ϕ (DB ∆.

Proof. For every rule (R1d), (R2d), and (R4d)–(R15d) of the form
α

β
assume f P vpβq.

Then an assumption that f R vpαq will lead to a contradiction. For (R3d) assume
f P vpϕq and f P vpψq. Then we obtain a contradiction from the assumption that
f R vpϕ _ ψq.

To obtain completeness of $dH with respect to Definition 4.6 one can employ a
technique of bringing any formula of L to a normal form. In what follows I dualize
appropriately the definitions and proofs from [13, pp. 12-14]. Let Var be the set of
propositional variables of L, and Lit “ VarYt„p : p P Varu be the set of literals. Let
Cl be the set of clauses—the least set of formulas containing Lit and closed under
^. Let varpϕq be the set of variables of ϕ, and varpΓq be the set of variables of
formulas from Γ. For any clause ϕ the set of its literals litpϕq is defined inductively
by: litpϕq “ tϕu if ϕ P Lit, and litpϕ ^ ψq “ litpϕq Y litpψq. For Γ Ď Cl, litpΓq
is the set of literals of formulas from Γ. As usual, ϕ %$dH ψ means ϕ $dH ψ and
ψ $dH ϕ, and likewise for )(DB.

Lemma 4.12. For all ϕ P pLq there is a finite Γ Ď Cl, such that varpϕq “ varpΓq,
and for any ψ P L, for all γ P Γ : ϕ ^ ψ %$dH γ ^ ψ.

Proof. By induction on the length of ϕ. If ϕ P Var, then we can put Γ “ tϕu.
Let ϕ “ ϕ1 ^ ϕ2, and Γ1,Γ2 correspond to ϕ1, ϕ2 by inductive hypothesis. Then
Γ “ tγ1 ^ γ2 : γ1 P Γ1, γ2 P Γ2u satisfies varpΓq “ varpϕq, and we have: pϕ1 ^
ϕ2q ^ ψ %$dH ϕ1 ^ pϕ2 ^ ψq (by R7d) %$dH γ1 ^ pϕ2 ^ ψq (for all γ1 P Γ1, by
inductive hypothesis) %$dH ϕ2 ^ pγ1 ^ ψq (for all γ1 P Γ1, by a principle derivable
in $dH) %$dH γ2 ^ pγ1 ^ ψq (for all γ1 P Γ1, γ2 P Γ, by inductive hypothesis) $dH)
%$dH pγ2 ^ γ1q ^ ψq (for all γ1 P Γ1, γ2 P Γ, by converse of R7d derivable in $dH).
The cases with ϕ “ ϕ1 _ ϕ2 and ϕ “ „ϕ1 are analogous.

Lemma 4.13. For any ϕ P L there is a finite Γ Ď Cl, such that varpϕq “ varpΓq
and ϕ %$dH

Ž

Γ.

Proof. Similarly as above, by induction on the length of ϕ. Let ϕ P Var. Then
Γ “ tϕu. Let ϕ “ ϕ1 ^ϕ2, and Γ1,Γ2 correspond to ϕ1, ϕ2 by inductive hypothesis.
Then Γ “ tγ1 ^ γ2 : γ1 P Γ1, γ2 P Γ2u satisfies varpΓq “ varpϕq, and we have:
ϕ %$dH γ1 ^ ϕ2 (for all γ1 P Γ1, by Lemma 4.12) %$dH ϕ2 ^ γ1 (for all γ1 P Γ1,
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by R5d)%$dH γ2 ^ γ1 (for all γ1 P Γ1, γ2 P Γ2, by Lemma 4.12) %$dH γ1 ^ γ2

(for all γ1 P Γ1, γ2 P Γ2, by R5d). Hence, ϕ $dH

Ž

tγ1 ^ γ2 : γ1 P Γ1, γ2 P Γ2u
(by R1d). To get the converse, assume

Ž

tγ1 ^ γ2 : γ1 P Γ1, γ2 P Γ2u. By R3d,
tγ1 ^γ2 : γ1 P Γ1, γ2 P Γ2u, and since ϕ is equivalent through %$dH to each γ1 ^γ2,
we thus obtain ϕ. The cases with ϕ “ ϕ1 _ ϕ2 and ϕ “ „ϕ1 are analogous.

Lemma 4.14. Every ϕ P L is equivalent both through %$dH and )(DB to a dis-
junction of clauses with the same variables.

Proof. For %$dH the lemma holds by Lemma 4.13. Due to Theorem 4.11 it holds
for )(DB as well.

Lemma 4.15. Let ϕ P Cl, ∆ Ď Cl. Then ϕ (DB ∆ ñ ϕ $dH ∆.

Proof. Assume ϕ (DB ∆. For a fixed ϕ P Cl define valuation vl on literals by
putting for every p P Var: t P vlpϕq ô p P litpϕq; f P vlpϕq ô „p P litpϕq.
By Definition 4.6, p@ψ P ∆ : „p P litpψqq ñ „p P litpϕq, and by Theorem 4.8
p P litpϕq ñ Dψ P ∆ : p P litpψq, for every p. Thus, litpϕq Ď litpψq. Since both
ϕ and ψ are clauses, ψ is a conjunction of the same literals appearing in ϕ, and
maybe other ones, modulo some associations, permutations, repetitions, etc. By
using (R4d), (R5d), (R6d) and (R7d), we get ϕ $dH ψ, and thus, ϕ $dH ∆.

Theorem 4.16. For any ϕ and ∆ : if ϕ (DB ∆, then ϕ $dH ∆.

Proof. By Lemma 4.15 and Lemma 4.14.

I finish this section with a brief review of some well-known notions and results
from abstract algebraic logic, as displayed, e.g., in [13, 16, 17], adjusted to a Fmla-

Set framework. Assume a standard notion of logical matrix for language L as a
pair xA,Dy, where A is an algebra of type L with universe A, and D Ď A. If A
forms a lattice, then D is a lattice filter on A which can also be prime. The Leibniz
congruence ΩApDq of the matrix xA,Dy is defined as the largest congruence of A,
such that if any two elements a, b P A are connected by the congruence relation and
a P D, then b P D as well. A matrix is said to be reduced if its Leibniz congruence
is the identity relation.

Consider a structural consequence relation of a Fmla-Set type, i.e. a relation
$ Ď L ˆ P pLq satisfying the following properties for all ϕ,ψ P L and all Γ,∆ Ď L:

Reflexivity: ϕ $ tϕu Y ∆.
Monotonicity: if ϕ $ Γ, then ϕ $ Γ Y ∆.
Transitivity: if ϕ $ Γ and ψ $ tϕu Y ∆, then ψ $ Γ Y ∆.
Structurality: if ϕ $ ∆, then σϕ $ σ∆, for every uniform substitution σ on L.
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A logic L in a Fmla-Set framework can be then defined as a pair xL,$y. A
logical matrix is considered to be a model of a logic L when ϕ $L ∆ implies for
any valuation v on A (a homomorphism from L to A) vpψq P D (for some ψ P ∆),
whenever vpϕq P D. In such a case the set D is called a filter for L or an L-filter.
A logic L is said to be complete relative to a class of its matrix models iff for every
∆ Y tϕu Ď L, such that ϕ &L ∆, there is a logical matrix xA,Dy (which is a model
of L) and a valuation v P HompL, Aq, such that vpϕq P D but vpψq R D, for every
ψ P ∆. It is well-known that every logic is complete with respect to the class of all
its reduced models, see, e.g., [14, p. 207].

Observe, that the set of Belnapian truth values tT,B,N,F u constitute a lattice
with operations of meet, join and involution that correspond to the connectives
determined by Definition 1.1. This lattice labeled in [13, p. 3] as M4 generates
the variety of De Morgan lattices DM. Famously, M4 has exactly two prime filters
Db “ tT,Bu and Dn “ tT,Nu.

Theorem 4.11 in fact demonstrates that matrix xM4,Dny is a model of $dH . By
using Theorem 4.16, it can also be shown that $dH is complete with respect to the
class of logical matrices xA,Dy, where A is DM and D is the set of filters generated
by Dn (or equivalently by Db). Note, that D is closed under intersections, being
thus itself a complete lattice.

In the next section I will need the following lemma, which can be obtained from
Theorem 3.14 in [13]:

Lemma 4.17. If A is a non-trivial (i.e. not one-element) algebra, then xA,Dy is
a reduced matrix for $dH iff A P DM and D is a lattice filter of A.

5 The non-falsity logic and dual γ

Definition 4.6 explicates the entailment relation of the dual Belnap logic as essen-
tially preserving classical falsity (f) in a backward direction. We can strengthen
this property, and consider a relation that is backwardly hereditary with respect to
Belnapian exact falsity:

Definition 5.1. ϕ (F ∆ “df @v : p@ψ P ∆ : vpψq “ F q ñ vpϕq “ F.

Dually to Definition 3.3, this relation takes F as the only non-designated truth
value, and thus, is based on the set of designated values tT,B,Nu. As explained
in [24, p. 1308], such a choice may be suitable if we wish “to allow as designated
all the truth values except the worst one”, and thus, to consider “anything but the
(outright) falsehood”.

The following theorem establishes semantical duality between (T and (F :
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Theorem 5.2. For any Γ, for any ψ : Γ (T ψ ô ψd (F Γd.

Proof. Similarly as the proof of Theorem 4.7.

This duality suggests a deductive formalization of the non-falsity logic (NFL) on
the basis of the dual Belnap logic obtained by extending system $dH by the dual
Ackermann’s rule γ:6

(R16d)
ϕ

ψ _ p„ψ ^ ϕq

Theorem 5.3. Γ $ETL ψ ô ψd $NFL Γd.

Proof. In addition to the proof of Theorem 4.5 one has to consider (R16) and to
state that its dual version is derivable in NFL, and analogously with derivability of
the dual version of (R16d) in ETL.

NFL is sound with respect to Definition 5.1:

Theorem 5.4. If ϕ $NFL ∆, then ϕ (F ∆.

Proof. A simple check confirms the fact that every rule (R1d)–(R16d) preserves the
truth value F from conclusions to the premise.

NFL is a paraconsistent system, since ϕ^„ϕ $ ψ is not NFL-derivable. Indeed,
assume vpψq “ F , and take vpϕq “ B. Then vpϕ^ „ϕq “ B, and hence, ϕ^ „ϕ *F

ψ. By Theorem 5.4 ϕ^ „ϕ &NFL ψ.
But NFL is not paracomplete as the following derivation shows:

1. ϕ (assumption)
2. ψ _ p„ψ ^ ϕq 1: (R16d)
3. ψ 2: (R3d)
4. „ψ ^ ϕ 2: (R3d)
5. „ψ 4: (R4d)
6. ψ _ „ψ 3: (R1d), termination
7. ψ _ „ψ 5: (R2d), termination

6In [24] we used the rule of dual disjunctive syllogism in the form
ϕ

„ψ_pψ^ϕq
.
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Moreover, the principle of conjunction introduction is not admissible in NFL.
Indeed, we have both ϕ $NFL ψ_ „ψ and ϕ $NFL χ_ „χ. But if we take vpϕq “ T ,
vpψq “ B and vpψq “ N , we obtain vppψ _ „ψq ^ pχ _ „χqq “ F , thus ϕ *F

pψ _ „ψq ^ pχ_ „χq, and hence, ϕ &NFL pψ _ „ψq ^ pχ_ „χq.

To prove the completeness of NFL with respect to Definition 5.1 one can dualize
an algebraic technique employed in [21]. Consider again lattice M4 with the lattice
order ď. Let x ĺ y generally stands for the lattice equation x [ y « x. Since M4

generates the variety of De Morgan lattices DM, it satisfies an equation x « y iff
this equation is satisfied in all the lattices from DM. Once xL,^,_,„y is known to
form a De Morgan lattice, we have:

Lemma 5.5. For every ϕ,ψ1, . . . , ψn P L the following are equivalent:

(i) ϕ (F ψ1, . . . , ψn;

(ii) M4 satisfies „pψ1 _ . . . _ ψnq ^ ϕ ĺ ψ1 _ . . . _ ψn.

Proof. piq ñ piiq: Assume piq, and consider an arbitrary valuation v. If vpψ1 _ . . ._
ψnq “ T , the lemma holds. If vpψ1 _ . . ._ψnq “ N , then vp„pψ1 _ . . ._ψnqq “ N ,
and N [ x ď N holds for any x P tT, F,B,Nu. The same argument holds for
vpψ1 _ . . ._ψnq “ B. If vpψ1 _ . . ._ψnq “ F , then by piq vpϕq “ F , and piiq holds
as well.

piiq ñ piq: Assume piiq, and consider a valuation v, such that vpψ1 _ . . ._ψnq “
F . Then T ^ vpϕq ď F , and thus, vpϕq “ F .

Combining this lemma with the algebraic implications of the completeness result
for $dH from the previous section, we get the desired theorem:

Theorem 5.6. If ϕ (F ∆, then ϕ $NFL ∆.

Proof. Assume ϕ &NFL ∆. This implies that there is some reduced matrix xA,Dy,
and a valuation v P HompL, Aq, such that vpϕq P D but vpψq R D, for every
ψ P ∆. Since NFL is an extension of $dH , this matrix will also be a model of
$dH , and by Lemma 4.17, A P DM and D is a lattice filter of A. Note, that D
is closed under (R16d). Now, suppose ϕ (F ∆. By Lemma 5.5, xA,Dy satisfies
„pψ1 _ . . . _ ψnq ^ ϕ ĺ ψ1 _ . . . _ ψn, were ψ1, . . . , ψn “ ∆. Hence, vp„pψ1 _
. . . _ ψnq ^ ϕq ď vpψ1 _ . . . _ ψnq, and thus, vp„pψ1 _ . . . _ ψnqq ^ ϕqq R D. But
since D is closed under (R16d), we should have vp„pψ1 _ . . . _ ψnqq ^ ϕqq P D, a
contradiction.
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6 Concluding remarks: feasibility of Fmla-Set entail-

ment

This paper elaborates a general method of dualizing the proof systems of certain
kind, which can be referred to as ‘degenerated’ Hilbert-style axiomatic systems,
which have in fact no axioms, but only direct inference rules of the Set-Fmla type.
Syntactically the dualization in question consists just in reversing all the inference
rules of the system to be dualized (together with the proper dualization of all the
involved sentences), and in switching thus to a system that deals now with Fmla-

Set consequences. The semantic definition of the entailment relation is subject to
the analogous dualization, which reflects a general duality between truth and falsity.

The described procedure was performed on two systems—Font’s formulation of
Belnap’s logic and Pietz and Rivieccio’s formulation of exactly true logic, both based
on a four-valued Belnapian semantics, but with different choices of designated truth
values. As a result we obtain two new systems, formalizing the dual Belnap logic
and the non-falsity logic, which belong to the Fmla-Set framework. Soundness
and completeness of these systems with respect to the corresponding four-valued
semantics were established.

In view of the technical considerations of the present paper a reader may not feel
comfortable with the very idea of a logic formulated in the Fmla-Set framework.
If we agree that “logic is the science of argument” [23, p. ix], what kind of argument
could comprise logical systems of such type?

It may be noted that Belnap’s logic, and specifically system $H defined in a
Set-Fmla framework, is an exemplar of what can be called a logic of proof, where
an argument is conceived as a procedure of proving some sentence by inferring it
from a collection of premises. In such a setting an argument is just a logical device
that ultimately “leads to a conclusion, one conclusion, or so one would think” [25,
p. 333]. In this sense, as observed in [23, p. ix], “ordinary arguments are lopsided:
they can have any number of premisses but only one conclusion”. But is any kind
of logical deduction necessarily such?

Shoesmith and Smiley in their now classic book [23], drawing on pioneering in-
sights by Gerhard Gentzen, Rudolf Carnap and William Kneale, advance a multiple-
conclusion logic that allows “any number of conclusions as well, regarding them
. . . as setting out the field within which the truth must lie if the premisses are to be
accepted” [23, p. ix]. Since then, the subject of a multiple-conclusion logic has been
taken up by various authors, see [22] for a prominent example of this.

However, Florian Steinberger recently challenged the very idea of multiple con-
clusions by appealing to standards of logical inferentialism, “the position that the
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meanings of the logical constants are determined by the rules of inference they obey”
[25, p. 333]. This position, he argues, is incompatible with multiple-conclusion proof
systems because such systems are supposedly not “connected to our ordinary de-
ductive inferential practices”, and thus, he says, “constitute a departure from our
ordinary forms of inference and argument” [25, pp. 335, 340].

Even leaving a dubious issue of finding logical structures “in nature” (see [25,
pp. 339]) aside, one can point out serious limitations of an inferentialist conception
based on the notion of proof (to wit, assertion) only. Wansing, for instance, pays
particular attention to the speech act of denial “in the context of a use-based, in-
ferentialist account of linguistic meaning” [27, p. 483], distinguishing then between
provability, disprovability, and their duals, where “the dual of provability is reducibil-
ity to non-truth”, and “the dual of disprovability is reducibility to non-falsity” [27,
p. 486]. He also considers the corresponding ‘inferential relations’7, and moreover,
supplements the well-known Brouwer-Heyting-Kolmogorov (BHK) interpretation of
the logical (intuitionistic) connectives formulated in terms of canonical proofs by
“interpretations in terms of canonical disproofs, canonical reductions to absurdity
(alias non-truth), and canonical reductions to non-falsity” [27, p. 493].

Luca Tranchini by constructing a natural deduction system for dual-intuitio-
nistic logic observes a close correspondence between introduction rules of the natural
deduction system for intuitionistic logic and Brouwer-Heyting-Kolmogorov ‘proof-
interpretation’ of the logical constants. He suggests a dual ‘refutation-interpretation’
for the logical constants through the ‘dual-BHK’ clauses, which in turn correspond
to elimination rules of the natural deduction system for dual-intuitionistic logic,
see [26, p. 645-646]. Note, incidentally, that the natural deduction system for dual-
intuitionistic logic constructed by Tranchini is “a single-premise multiple-conclusions
system in which derivation trees branch downward” [26, p. 632].

The latter observation not only supports the justifiability of multiple-conclusion
systems, but also highlights the relevance of an entailment relation with only one
premise, and particularly the systems considered in Sections 4 and 5 above. Namely,
dual Belnap logic, as well as non-falsity logic, belonging to the Fmla-Set logical
framework, can be most naturally considered a kind of what Kosta Došen once called
logics of refutation:

A refutation would be a deduction where we have at most one premise;
from this premise we try to deduce a number of conclusions, with the
intent to show that all these conclusions are refutable, so that the premise

7In particular, the consequence of the form ϕ $ ψ
1
, . . . , ψ

n
stands for an inferential relation “ϕ

is reducible to absurdity from counterassumptions ψ
1
, . . . , ψ

n
”.
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must be refutable too. Sequents are read backwards: if all sentences on
the right are refutable, a sentence on the left is refutable. [8, p. 111]

In this way, systems $dH and NFL restore an essential lopsidedness of the ‘or-
dinary proof-arguments’, but in a dual fashion, as the pure ‘refutation-arguments’,
which can have any number of conclusions but only one premise. The set of conclu-
sions forms then a refutation set for a given premise, whereas the premise stands for
a hypothesis to be tested for refutability.

Systems $dH and NFL differ in their selection criteria to possible refutations.
A sentence can generally be considered refutable if it can take a non-designated
truth value. Then, in dual Belnap logic, it is sufficient for a sentence to be not
(classically) true, or to be at least (classically) false, depending on the chosen set of
designated truth values (either tT,Bu, or tT,Nu—both options are possible on an
equal footing), to qualify as a refutation in a given inference. By contrast, in the
non-falsity logic, the criterion is much stronger—here a genuine refutation must be
both false and not true.

Both these systems, being interesting in their own right, indicate a general useful-
ness of the Fmla-Set logical framework for certain logico-methodological purposes,
and thus, its worthiness for further elaboration.
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